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Foreword

Planning for the future is something every business, small or large, public or private sector, has to do. The organisation needs to get into shape to get ready sufficiently in advance for whatever is to come. People have to be trained to be able to deal with the tasks ahead; budget needs to be available; all logistics have to be in place and all staff needs to be looking towards the same horizon.
When the strategic plan with the company’s vision for the coming years and the work programme for the following year are drafted, a number of decisions have to be made. These decisions depend on what customers, users and, in general, all stakeholder or shareholders, both internal and external, expect from the company. Companies and services that excel at their business are often capable of foreseeing those expectations before they actually arise. They can predict the landscape in which they will operate sufficiently in advance and are, therefore, able to offer services at the very moment they are requested.
For IP offices that deal with design filings, this is no different. The IP offices, that know their users and the spheres in which they operate, are the ones that can deliver the optimum services expected from them. Or even better, the services that will be expected from them in the future. They need to know sufficiently in advance the number of staff required to deal with all the incoming and designs filings. IT tools need to be developed to ensure an efficient operation and customer service. Budget should be approved and available.
The ID5 offices have to deal with a number of tasks that follow the initial applications for registration filed by the users. The number of these tasks, and the resources required to carry them out, can be calculated on the basis of the previous years’ experience. An office can calculate how many of the designs received will need to be examined and, subsequently, published or deferred and registered. Tasks related to this can be estimated on the basis of the current ratios. Normally it is possible to make forecasts for the processes that follow the initial filing although, in certain cases, this may be complex.
Forecasting the initial number of design applications is another story. A previous process cannot be relied on for this. It is necessary to know what users are going to file. This is not easy because it depends on a number of internal and external factors. Normally, forecasts for these filings are made by looking at the number of filings in previous years and by analysing certain tendencies. This, however, assumes that the world does not change and that users will continue to file in the same way as previously. But we know that this is not the case. We live in a dynamic world in which the economy is constantly changing. Businesses are growing, disappearing or are changing their strategies. IP laws and regulations are being updated. Businesses’ and citizens’ perception and awareness of IP and of the importance of protecting their innovation are growing.
Furthermore, by the actions they take, the IP offices themselves intentionally or unintentionally change the behaviour of their users. Fees may be reduced or, in some cases, increased. The services offered are constantly monitored and, where necessary, improved. Processes need to be dealt with as efficiently as possible, but always according to the highest quality standards. At the same time, the users benefit when IP processes are harmonised among the ID5 offices.
This created the demand for a thorough analysis regarding the underlying economic factors and IP office actions in how they impact global design filings. The research team has analysed, using different techniques, exactly which those impacts are for each ID5 partner. This report summarises the most important findings.

[bookmark: _Toc29815712]Project timeline

In December 2015, during the ID5 annual meeting, it was agreed to launch a new project called, “an analysis of underlying economic factors and IP office actions on how they impact global design filings”. The project was to be led by EUIPO and contains three phases: 

1. Phase 1: Project preparation and review of existing methods. 
2. Phase 2: Main events and exogenous variables analysis for each partner.
3. Phase 3: Forecasting tool R&D (if required by the partners based on outcome of previous phases).

The project brief was finally approved by all partners in November 2016 and the project was initiated in May 2017. Phase 1 was presented to the partners during the annual meeting that took place in December 2017.

The present study is the project deliverable of Phase 2 that was initiated in August 2018. The external data gathering and collection of the partners survey input took place during 3Q and 4Q 2018. During the mid-term ID5 meeting in June 2019 the state of play was presented to the partners. The final deliverable and validation with take place during the ID5 annual meeting in December 2019.

Phase 3 has been excluded from the scope of the project as per common agreement during the ID5 annual meeting in December 2019.
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[bookmark: _Toc519692348][bookmark: _Toc29815714]Introduction and objective

In order to successfully design effective and reliable strategies, IP offices should have a comprehensive and detailed knowledge on the main underlying IP demand factors and their effects. The predictive power of key economic drivers, such as Gross Domestic Product (GDP) growth, unemployment rate or trade related indicators, among others, is crucial to anticipate possible changes in IP demand and to understand the main causes of the observed and future design trends.

Previous research on IP drivers and events showed the relevance of the events and economic variables to explain the main trade mark and design trends. Relevant drivers and events could anticipate the main observed evolution of the IP time series.

The main objective of this study is to assess and describe the impact of relevant underlying economic drivers and IP related events on the evolution of the design applications volumes for the ID5 IP offices.

For the analysis purposes, an event is a certain fact that can exert a time-localised influence of the design application or filing volumes. Common examples or events are fee and regulatory changes, economic crisis years or IP office promotions. A design driver, on the other hand, is a relevant economic exogenous factor that has a general influence on design filing trends over the whole length of the time series.
The objectives of this study are also aligned with the visions and the needs expressed by the ID5 partners regarding the research on the main underlying factors (drivers and events) behind the evolution of design filings.
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The study results have yielded a comprehensive set of findings and conclusions on the impacts that different factors and drivers exert on the evolution of design series. In fact, most of the main trends observed in the analysed ID5 partners’ design application time series can be related to different factors or facts such as the economic growth rate, the unemployment trends, the trade indicators variations, the economic crisis periods, the IP regulatory and fee changes and other particular drivers and events that showed significant impacts on the design volumes.

This study has evaluated and demonstrated the predictive power of different types of economic indicators on the evolution of design applications and filings volumes. Based on the results of this analysis, the demand for designs is highly associated to the business sector growth trends and their associated indicators, such as unemployment, GDP, consumption, trade, capital formation, industry value added, debt-to-GDP ratio and selected other factors.

The utility of the results obtained in this study is related to the contribution they can make to the knowledge on the main underlying factors for design demand at the leading IP offices of the world. The connection between the main economic factors and the IP demand is, as well, useful for the improvement of the planning, budgeting and strategy of the analysed IP offices.

One of the most relevant findings of this study is the remarkable impact that the economic activity variations exert on the design demand. The evolution of exogenous variables such as the GDP trends and the GDP per capita, the private consumption growth or the value added of the industrial sector are related to the observed design demand trends in the main IP offices analysed. The observed growth and decline patterns of the evaluated design series can be linked to economic factors impact the design demand.

Other relevant drivers, such as the trade and export indicators, are key to better understand the design volumes evolution in ID5 partners such as the USPTO, the CNIPA or the KIPO, and are significant for the European Union Intellectual Property Office (EUIPO). Moreover, the globalisation process and its consequences, reflected in the trade and export growth in ID5 countries, has a clear and relevant impact on the design demand. Trade and export volume variations, export market growth, contribution to the world trade growth or export performance are some of the indicators that showed relevant positive effects on design demand trends. The need for IP protection of the designs in an increasingly globalised market impulses the demand for designs among the businesses of ID5 countries.

Another important factor linked to the designs demand changes is the evolution of the unemployment rate in the analysed countries. In IP offices such as USPTO, EUIPO or KIPO, the change in unemployment rate plays a central role predicting the design demand. Each reduction of the unemployment rate in -1 %, associated to an increased business activity, rises the yearly design demand between +500 and +1 000 additional design applications, on average, for USPTO and KIPO respectively, and up to +3 000 design filings, in the case of EUIPO.

Other possible indicators, such as research and development (R&D) investment, number of researchers, population, etc. were tested, but they showed no relevant impacts on the design series.
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Additionally, the study results show that there are a series of events and facts with significant impacts on the observed design evolution. These relevant events were selected and evaluated for each of the ID5 partner offices using the various analysis techniques of the study. Key events such as the economic crisis periods of 1991 (Japan), 1998 (Korea) and 2009 (international crisis) showed the clear impact of the economic recession and crisis periods on the design demand.

For example, the 2009 financial crisis produced permanent negative level shifts in design volumes of -16 % and -12 % in the EUIPO and the Japan Patent Office (JPO) design series, respectively. For these partners, the economic crisis created some long-lasting effects on their economies, reflected in other drivers such as the increase of the debt-to-GDP ratio, the government disbursements as a % or GDP in the EU or the housing capital investment increase in Japan. The evolution of these drivers is linked to the design volumes.

Other events such as the regulatory changes, the entry into force of the Hague Agreement or free trade agreements (i.e. NAFTA in the US), the fee changes and the introduction of e-filing system for designs (China) showed relevant impacts on the observed design trends and highlight the importance of taking into account the factors that created trend changes to improve the knowledge and predictability of the design demand at the IP offices. In cases like the EUIPO, the disaggregated trends analysis of top applicant countries was relevant to discover the impact of the Italian EU application variations in 2015, the possible effect of the Hague Agreement and the recent high growth rate of Chinese EU design applications.

Additionally, the relevant events and drivers analysed during the study could play an important role in the possible forecasting processes of IP offices. Various tests performed using the selected drivers and events as predictor variables in different forecasting systems, such as the Linear Regression Tree (artificial intelligence forecasting technique), confirmed that the forecasting accuracy and performance of the prediction models could be improved by a 30 % to a 70 % with the usage of these predictor variables and events in the appropriate forecasting techniques. In fact, the vast majority of the relevant drivers (exogenous variables) selected in the analysis have forecasts made by international organisations and the several events, such as regulations, office actions, international agreements, fee changes, e-filing changes, IP promotion, etc. could be tested in advance to anticipate their possible future impact.
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AI: Artificial Intelligence
AIA: America Invents Act
AIC: Akaike Information Criterion
ARIMA: Autoregressive Integrated Moving Average
BIC: Bayesian Information Criterion
bn: billion
CCF: Cross-Correlation Function
CN: China
CNIPA: China National Intellectual Property Administration, formerly known as SIPO (State Intellectual Property Office)
DDA: Direct Design Applications
DDF Direct Design Filings
EU: European Union
EUIPO: European Union Intellectual Property Office
EUR: Euro
GDP: Gross Domestic Product
ID5: The ID5 is an Industrial design framework comprised of five IP offices USPTO, EUIPO, CNIPA, JPO and KIPO
IMF: International Monetary Fund
IP: Intellectual Property
IRD: International Design Applications 
ITF: Intelligent Transfer Function technique
JP: Japan
JPO: Japan Patent Office
JPY: Japanese Yen
KIPO: Korean Intellectual Property Office
KR: Korea
KRW: Korean Won
LR: Linear Regression Trees technique
MAC: Management and Advisory Committee
MAPE: Mean Absolute Percentage Error
NAFTA: North American Free Trade Agreement
OECD: Organisation for Economic Co-operation and Development
PPP: Purchasing Power Parity
PVC: Private Consumption
R&D: Research and Development
Sig.: Statistical significance or significance probability, also called p-value
SME: Small and Medium-sized Enterprise
Std. error: Standard Error
US: United States
USD: United States Dollar
USPTO: United States Patent and Trademark Office
WIPO: World Intellectual Property Organization
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This introductory chapter describes the main study goals and its scope. Besides, it introduces the context of the study as well as a summary of the main existing literature references on IP driver analysis.

In order to successfully design effective and reliable strategies, IP offices should have a comprehensive and detailed knowledge on the main underlying IP demand factors and their effects. The predictive power of key economic drivers, such as GDP growth, unemployment rate or trade related indicators, among others, is crucial to anticipate possible changes in IP demand and to understand the main causes of the observed and future design trends.

The main objective of this study is to assess and describe the impact of relevant underlying economic drivers and IP related events on the evolution of the design applications volumes for the ID5 IP offices.

This study analyses the design applications data and events information provided by the ID5 offices and drivers data collected from other relevant external sources. Using this analysis as a basis, the study selects, evaluates and assesses the most important economic drivers and IP related events, based on their impact on the design applications trends.

In this research, a driver or event is defined as a factor that may exert relevant influence on the design filings volume. Relevant types of drivers and events include macroeconomic indicator trends, legislative changes, R&D indicators, fee changes, economic cycles, promotional actions and the introduction of e-filing technologies, among others. The drivers may be endogenous or exogenous for the ID5 office. The study focuses on the impacts of economic variables and events on the design series evolution.

The scope of this study would be the implementation of various data analysis techniques to select and evaluate the relevant underlying design demand factors.
Previous research on IP drivers and events conducted for EU IP offices confirmed the relevance of the events and some economic variables to explain the main trade mark and design trends. Relevant drivers and events could anticipate the main observed evolution of the IP time series.

For the analysis purposes, an event is a certain fact that can exert a time-localised influence on the design application or filing volumes. Common examples or events are fee and regulatory changes, economic crisis years or IP office promotions. A design driver, on the other hand, is a relevant economic exogenous factor that has a general influence on design filing trends over the whole length of the time series.
The objectives of this study are aligned with the visions and the needs expressed by the ID5 partners regarding the research on the main underlying factors (drivers and events) behind the evolution of design filings.

[image: ]
Figure 1.1 Main tasks of the ID5 driver and event analysis


To achieve the objectives of this study there are a series of tasks that need to be implemented (Figure 1.1) such as the data preparation and collection and the analysis of underlying economic factors and events.

In previous forecasting research, it was observed that there are several actions, economic indicators and operating / strategic decisions from the IP offices that could affect the design filing volumes and their evolution in the future. This study enables the identification and assessment of such events and drivers and their impact on the ID5 partners’ design filing volumes.

The existing literature review shows the relevance of certain factors for the IP time series evolution. Regarding the main existing literature references, the research team found that there are different authors who have previously identified the importance of economic drivers and events for the study of the evolution of IP time series. Although most of the studies are focused on trade marks or patents, their results could be applied to designs.

One of the key references in this field of research is the works of Graevenitz et al. (2012, 2013)[endnoteRef:1] [endnoteRef:2] [endnoteRef:3], who found that there are some relevant factors, such as economic growth, economic bubbles and recessions, that affect the evolution of trade mark filings. Their research found that regulatory changes in the IP offices could affect trade mark filing volumes as well. [1: References


 G. von Graevenitz, C. Greenhalgh, C. Helmers, P. Schautschick, Trade Mark Cluttering: an Exploratory Report, UK Intellectual Property Office, Newport, 2012.
]  [2:  Graevenitz, von, G., Trade mark cluttering-evidence from ID5 enlargement. Oxford Economic Papers 65, 721–745. 2013
]  [3:  Schautschick, P., & Graevenitz, G., “What is behind the surge in trade mark filings?”. Unpublished background research for the 2013 World Intellectual Property Report. 2013.
 Schautschick, P. and Greenhalgh, C., Empirical studies of trademarks: The existing economic literature, Economics of Innovation and New Technology, 25, 358-90. 2016.
] 


Additionally, de Rassenfosse (2019)[endnoteRef:4] studied the price elasticity of the demand for trade marks and found that trade marks present a similar price elasticity to patents, ranging from -0.31 to -0.42. So a 10 % increase in trade mark fees would lead to a -3 % to -4 % drop in trade mark applications. [4:  G. de Rassenfosse.On the price elasticity of demand for trademarks. Industry and Innovation. 2019
] 


Furthermore, Jensen and Webster (2004)[endnoteRef:5] related the GDP growth to the trade mark filings rise, associated with the increase in consumer incomes (demand side). To a lesser extent, they pointed to the growth in production (supply side) as an additional relevant factor for the increase in trade mark filings. [5:  Jensen, P. H. and Webster, E., Patterns of trade–marking activity in Australia. Australian Intellectual Property Journal 15:112–26. 2004
] 


On the other hand, Mangani (2007)[endnoteRef:6] demonstrated that the trade mark Nice class applications are positively correlated to GDP evolution. The demand for trade mark filings of domestic and non-domestic applicants was studied by Baroncelli et al. (2005)[endnoteRef:7], who found that the demand of non-domestic trade mark applicants is inversely related to the income per capita of the country. [6:  Mangani, A., Measuring Variety and Quality of Products with Trademarks, International Economic Journal 21(4):613–631. 2007
]  [7:  Baroncelli, E., Fink, C., and Javorcik, B. S., The Global Distribution of Trade marks: Some Stylised Facts, World Economy 28:765–82. 2005
] 


Moreover, Fink et al. (2005)[endnoteRef:8] analysed bilateral trade flow data between countries to explain international trade mark registration volumes. The trade flows and the export growth will be also analysed in this study to assess the possible impact of globalisation on the design applications. [8:  Fink, C., Javorcik, B.S., and Spatareanu, M., Income–Related Biases in International Trade: What Do Trademark Registration Data Tell Us? Review of World Economics 141(1):79–103. 2005
] 


Furthermore, Herz and Mejer (2016)[endnoteRef:9] showed that the trade mark fees are a relevant factor that has an effect on the trade mark demand in ID5 national offices. Using data from various offices, they demonstrated a fee elasticity in trade mark demand of -1.05. This implies that a 10 % decrease in the trade mark fee in one particular IP national office would cause a 10.5 % increase in trade mark filings, and vice versa. [9:  Herz, B. and Mejer, M., On the fee elasticity of the demand for trademarks in Europe, Oxford Economic Papers. 2016
] 


Regarding research related to patent analysis, Fink et al. (2013)[endnoteRef:10] identify as relevant drivers for the growth in worldwide patent filings the increase in international commerce, complexity of technology, multiple and subsequent filings and new inventions. This type of relationships will be analysed in this research from a designs perspective, including some exogenous factors such as innovation, research and trade indicators. [10:  Fink, C., Khan, M., Zhou, H., Exploring the worldwide patent surge, WIPO Economic Research Working Paper No. 12. 2013
] 


On the other hand, Hidalgo and Gabaly (2012)[endnoteRef:11] measured the impact of the changes in GDP on the evolution of patent filings in Spain and demonstrated that the trends in economic variables (e.g. GDP growth) have a significant impact on the evolution of trade mark filings. Additionally, the authors identified the increase in private R&D investment as a key driver for the evolution of patent filings. The R&D investment is one of the elements analysed in the present study as a possible design filings driver. These authors used, among other methods, the ITF analysis technique to include exogenous variables in the forecasting models. [11:  Hidalgo, A., Gabaly, S., Optimization of prediction methods for patents and trade marks in Spain through the use of exogenous variables, Word Pat. Inf. 35 (2) 130-140. 2013
] 


The present study is a continuation on previous research regarding the artificial intelligence methodology that was developed at the EUIPO (Havermans, Hidalgo and Gabaly, 2017)[endnoteRef:12]. In this reference the authors describe, assess and compare the forecasting performance of classic and new forecasting techniques applied to the EUIPO trade mark and design filings. The results of that paper demonstrate that the inclusion of certain exogenous variables and economic indicators in the forecasting techniques improved significantly the forecasting results and the out-of-sample prediction accuracy for IP time series. [12:  Havermans, Q., Gabaly, S., Hidalgo, A. Forecasting European design filings: An innovative approach including exogenous variables and IP offices' events, Word Pat. Inf. 48 96-108. 2017
] 


The authors used advanced analysis methods to assess the importance of using relevant events and predictor variables to accurately forecast design filings using different forecasting techniques. This research incorporated and evaluated some of the techniques used for this study, such as the ITF and Linear Regression Tree (LR) techniques, among other advanced forecasting methods.

Continuing this research line, lastly, in 2018, the EUIPO presented a new study containing a complete overview of the main events affecting the trade mark and design filings at the EU IP offices. The main findings of this research showed the high relevance of certain types of events and some economic drivers for the evolution of IP filings among the EU IP offices (Havermans and Gabaly, 2018).

As a starting point for the current research, the study team has considered the main relevant findings of the previous related papers, such as the relevance of some economic factors and certain types of events, and assessed the main drivers and factors of design applications and filings demand.
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This chapter describes the mains aspects of the study methodology, such as the driver selection process and the impact assessment system, the selection of relevant events and the detection of the impacts and their linkage to the events or factors.

This study analyses the design applications data and events information provided by the ID5 offices and drivers data collected from other relevant external sources. Using this analysis as a basis, the study selects, evaluates and assesses the most important economic drivers and IP related events, based on their impact on the design applications trends.

To achieve its objectives, the study uses a methodological approach for drivers and events selection and evaluation using different analysis techniques. This framework allowed the selection of the most relevant design drivers and events for ID5 partners. The analytic techniques used in the project provided a detailed overview of the main driver and event types. The main analytic techniques for this study are the Intelligent Transfer Function (ITF), an advanced data mining and econometric forecasting technique, the dynamic variable clustering method, used to classify the design drivers prior to the selection processes, and the Linear Regression Trees (LR) an artificial intelligence technique used in the validation of the selected drivers and events impacts. Additional econometric analysis methods were tested during the research. 

The selection process for the most important economic design drivers is divided in three classification and filtering steps, using the ITF and the clustering technique, which enable the discovery of the few most relevant design factors among a choice of hundreds of economic variables.

The study methodology is designed to offer the required tools to ensure the research objectives. Two of the main elements required for achieving the expected research results are:

1. A data collection method to obtain the necessary information on design application volumes, events and economic variables. The information provided by the ID5 partners and the research on economic indicators and events were the main data sources for the study.

2. Secondly, a custom methodological framework was created and implemented in order to discover and assess the role of the main drivers and events on the evolution of the analysed ID5 design volume trends.

The methodology framework containing elements to assess and evaluate the impact of relevant drivers and events on the analysed design time series. The proposed methodology for the event impact study consists of three main methodological phases (see Figure 1.1).

1. Input data. Creation of the study databases containing design application volumes, exogenous variables and event information.

2. Factors, events and drivers analysis. Multiple analysis approach for drivers, events and impacts.

3. Impact analysis. Main findings of the study and conclusions related to the relevant selected drivers, events and impacts.


[image: Figure 2.1 Methodology framework.png]
Figure 2.1 Methodology framework of the study
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The first phase of the methodology comprises all the tasks needed to compile and prepare the relevant input data for the study, to create the main event database, and to build the design filings and applications database to be used in the analysis.
In order to compile the relevant event information, the study team carried out a survey among the different ID5 IP offices, including the EUIPO. The study database contains information on the partner affected by the event, the event start and end dates, a description of the event, the event type, the design time series possibly affected by the event, and information on the impact of the event.

These data types form the main input data groups used for the research. The input data for analysis is similar to the information used for IP forecasting purposes and contains the following yearly data at a country level:

1. design filings and applications data (volumes);

2. exogenous economic variable data, including more than 200 socioeconomic, trade and R&D related variables for each partner;

3. information on the main events for designs series provided by the ID5 offices;

4. other relevant information on events from sources different from the ID5 partners (WIPO, OECD, desk research on events, articles, papers, legal framework analyses, etc.).


[bookmark: _Toc29815721]Methodology for design drivers analysis

For the analysis of the main drivers related to design volumes, it has been designed and implemented an analysis technique for the exogenous variables filtering. This method includes a preselection process that provides information on the relevant factors and their respective significance. The chosen data mining time series clustering method uses a combination of dynamic factor variable clustering and cross-correlation function structures to classify the indicators into similar groups based on common information patterns, lag structures and thematic relationships, thus reducing the complexity of the high number of economic indicators of the initial data set (in some cases over 200 indicators were collected).

The indicator groups reflect the internal relationships between exogenous variables. On the other hand, the ITF technique was implemented to select only the best and most relevant economic drivers. This technique combines a machine learning approach to build the best possible transfer function model containing only the best predictors (and lags) and including automatic variable transformations. The ITF system can select the best possible predictors (drivers), forecasting model structures and independent variable parameters estimates for the dependent variable (designs) prediction. The technique uses an automatic evaluation method for the statistically significant exogenous variables and possible intervention variables. During the process, the analysed economic variables are differenced in order to make them stationary and various additional econometric tests (cross-correlation, causality, stationarity, etc.) were performed to further validate the ITF driver selection.

This driver analysis process has the goal of finding and evaluating the main underlying drivers or exogenous variables that could be associated to the evolution of the design volumes.

The main steps applied for this selection and evaluation process were the following.

· Step 1. Classification into related groups of the exogenous variables contained in the exogenous variables database using the dynamic variable clustering for time series technique, which is derived from a combination of dynamic factor analysis for time series and cross-correlation function analysis.

· Step 2. Sequential application of the dynamic ITF technique to all the variables contained in the various initial variable groups for the identification of the statistically significant indicators based on their impacts (at the 0.05 level of significance). Creation of new variable clusters using only the reduced set of statistically significant variables (based on their impacts on Direct Design Applications (DDA)).

· Step 3. Final selection of only the most relevant drivers from the previous preselected variables. From each cluster of statistically significant factors, the most relevant (final) drivers for DDA will be selected using the automatic driver selection capabilities of the ITF and Linear Regression Trees (LR) (used for validation).

[image: ]
Figure 2.2 Main steps followed for the main underlying drivers selection


Additionally, figure 2.3 shows a graphical representation that illustrates the driver selection process used in the study, with all its different filtering and classification steps. The process allows you to filter down a big volume of economic indicators in order to select the four most relevant ones related to the design demand at the IP offices.

[image: ]
Figure 2.3 Relevant design drivers selection process


Regarding the possible candidate drivers and factors considered as exogenous variables in this analysis, economic indicator datasets were collected for each ID5 partner containing between 100 and 200 indicators from various typologies.

The indicator set contains variables that can be classified in the groups such as:


[image: ] 
   Figure 2.4 Main groups of drivers considered in the study and data sources


From the initial exogenous variables database we have extracted the main drivers associated to the main trends observed for the ID5 partners’ series using the driver selection process.

In the first step of the selection process (Figure 2.3) all indicators in the initial dataset are firstly grouped into various indicator groups based on their internal similarity structure and thematic relationships, regarding the information on the evolution patterns that they represent, by using a time series dynamic factor clustering approach. This is a technique derived from the Principal Component Analysis technique (PCA), but adapted for time series clustering. The dynamic clustering method used, is a dimensionality-reduction method that is used to reduce the dimensionality of large time series data sets, by transforming a large set of time series (variables) into a smaller one that still contains most of the information in the large set. This technique allows the discovery of the main variable relationships based on the information similarity structure of the time series and its relation with the complete data set. 

In the used approach, the time series clusters detected during the variable clustering are formed by different time series clusters that represent the majority of the time series variance (information) of the time series data set. The technique is used to create smaller time series groupings to explore and analyse, identifying how many relevant clusters are in the data set and to what cluster (component) are more related the analysed time series. The advantage of the proposed approach is that it allows better and faster processes for subsequent machine learning algorithms without redundant information to process in the following selection stages. The dynamic clustering technique for time series effectively reduced the number of variables of time series data sets of the various ID5 partners into a more practical number of variable groups, while preserving as much time related information as possible, making easier and more efficient the relevant driver selection process in the following stages. 

The different lag structures of the variables are considered during this classification using the cross-correlation function analysis. A comparable data mining classification approach was used by authors like Freeman et al. (2014)[endnoteRef:13] obtaining solid and accurate results in the grouping of a high volume of variables. Other references related to the employed time series clustering approach approach are Cao, D. et al (2015) [endnoteRef:14] and Chowdhury, U. et al (2018) [endnoteRef:15].  [13:  Freeman, J., Vladimirov, N., Kawashima, T., Mu, Y, Sofroniew, N., Bennett, D., Rosen, J, Yang, C., Looger, L., Ahrens, M. B. Mapping brain activity at scale with cluster computing. Nature Methods volume 11, pages 941–950. 2014
]  [14:  Cao, D. Yuan, T., Bai, D. Time Series Clustering Method Based on Principal Component Analysis. 5th International Conference on Information Engineering for Mechanics and Materials (ICIMM 2015). Atlantis Press, pages 888-895. 2015
]  [15:  Chowdhury, U. & Chakravarty, S. & Hossain, M. Short-Term Financial Time Series Forecasting Integrating Principal Component Analysis and Independent Component Analysis with Support Vector Regression. Journal of Computer and Communications. 06, pages 51-67. 2018
] 


The results of the analysis method used for this study, using dynamic clustering of potential main indicators (time series) and cross-correlation function analyses, shows that datasets containing over 200 exogenous variables can be progressively reduced to filter the few drivers (4 or 5). 

Variables contained in the same dynamic cluster represent the same type of information as other variables in the same cluster (similarity pattern detection). Evaluating the information and typology of the variables in the different clusters, cluster and its description is categorised. These groupings contain relevant information regarding the internal exogenous variables collection structure reducing the initial information complexity by the identification of patterns and underlying internal relationships.

The number of exogenous variables included in each indicator group corresponds to the variables with a higher factor (PCA) loading (>0.60 or <-0.60) for a certain dynamic factor cluster.

Furthermore, all the exogenous variables contained in the clusters are differenced variables. As previous unit root tests for the variables showed that the majority of collected economic indicators were non-stationary, this transformation makes them stationary variables for the following analyses in order to avoid possible spurious cross-correlations. Further variable econometric tests, such as causal time series modelling and stationarity tests, were performed during the analysis process as well.

In the second analysis step of the driver selection process, the recursive application of the ITF modelling to all the indicators of the various initial clusters created from the exogenous variables dataset leads to the detection of an initial preselection of significant exogenous variables. Only variables with significant ITF impact estimates at the 95 % confidence level (p<0.05) are selected.

The ITF technique is based on an machine learning system that selects the best forecasting model for estimating target forecasted time series, including the optimal selection of predictors for the model estimation, the automatic detection of lags and the identification of outliers and breaks in the time series. The general form of the used transfer function model is the following:
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This model includes lag operators (L) and auto-regressive ω(L) and moving average δ(L) polynomials, the order of which is calculated automatically, as well as the model’s disturbance (Nt). The model optimally analyses the cross correlation functions between the dependent variable and the predictors, selecting those whose estimation parameters are statistically significant (confidence level of 95%). Moreover, it estimates which transformations are necessary in the dependent and independent variables to avoid working with non-stationary series, and possible logarithmic transformation (if necessary), all in order to improve the model’s prediction results.

The fundamentals of ITF technique are based on the transfer function models of ARIMA, but it goes further because it allows the selection of the optimal model based on machine learning that best fits the data series to predict the observed data, employing techniques of artificial intelligence. The ITF model automatically selects variables, parameters, lags, outliers and optimal transformations for a transfer function models, taking into account diagnostics like Ljung-Box, F statistics and autocorrelation, partial autocorrelation and cross-correlation functions, eliminating in turn non-significant ARIMA parameters. As a result, the ITF model manages to obtain optimal values of BIC and the best drivers or parameters for the forecasting models.

After the preselection of the significant indicators related to the DDA volumes, a new clustering process to the resulting preselected variables is applied in order to group them into new homogenous groups of potential drivers based on their internal relationships (Figure 2.3). This process creates the clusters of preselected significant indicators. The patterns of the significant indicators are similar to the information contained in the other indicators in the same cluster.

Finally, the last step in the described driver selection process is the selection of the final most relevant drivers for the objective time series. The ITF technique is applied to select the most relevant drivers among the preselected significant indicator clusters. This step allows the reduction of the preselected drivers to a final selection of the four or five most relevant DDA drivers. The discarded indicators can be considered as possible secondary drivers for the design series evolution, as they were not selected in this final step by the ITF technique. The selected drivers are the best predictors regarding their impact on the design demand. These drivers can be used to explain the evolution of patterns observed in the design volume trends.

[bookmark: _Toc29815722]Methodology for design events analysis

At and initial stage, all the input received from the partners or extracted online by the research team has gone through a quality check procedure. This check contained several data clarifications cycles to ensure the relevant events were listed and related to the correct corresponding years in which a certain fluctuation of filings was observed.

For the main events analysis we use a technique that combines the ITF model selection and the LR validation technique. After the first data preparation stage, there are different analytical techniques applied to the study events in order to explore and preselect the main events. The main techniques deployed are:

1. exploratory analysis, descriptive statistics, data quality indicators, automatic outlier detection system and cross-correlation analysis;

2. data mining analysis of the event impacts using the ITF modelling results, with artificial intelligence validation (LR).

The event selection method uses two main techniques in the event selection process: ITF (for selection and assessment) and LR (for validation only). These methods only select events that cause statistically significant outliers or breaks (impacts) on the design time series.

[image: ]
  Figure 2.5 Event selection and analysis process


Figure 2.5 illustrates the event selection process. The design event analysis approach uses the automatic outlier detection and evaluation capabilities of the two mentioned forecasting modelling techniques. For each of the analysed ID5 offices there is a brief statistical summary annex including the main results, commonly used performance indicators and statistical details of the event selection.

Figure 2.6 shows an illustrative graphical example of the ID5 event detection method in action using the mentioned technique. The example shows the impacts of two statistically significant events and one event that was not statistically significant by the automatic outlier detection modelling algorithm.
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Figure 2.6 Event Impact automatic outlier detection system


The ITF modelling technique automatically selects and/or modifies the forecasting model variables (drivers), parameters, lags, outliers (events) and applies optimal transformations for transfer function models, taking into account various statistical diagnostics in order to select only the best model parameters and specification. The ITF models are selected by their optimal values of Bayesian Information Criterion (BIC) ([footnoteRef:2]), an estimator of the relative model quality. Thus, the ITF models normally reach a better forecasting performance using the best combination of parameters and variables. [2: () The BIC is a statistical model selection criterion that takes into account the number of parameters in the model and the model accuracy or fit.] 


Once a forecasting ITF model has been selected and estimated, the automatically detected relevant events (or drivers) contained in the model are then analysed and individually evaluated to assess their impact on the filings time series evolution. The total impact of the event is calculated based on the model coefficients of the event variables present in the forecasting model. These model coefficient parameters indicate the sign and the magnitude of the filings variation caused by the event presence on the time series evolution.

To calculate the relative impact of the event, the system takes into account the percentage changes between the estimated (forecasted) values of the forecasting models and the actual ones. The percentage variation caused by the event impact is considered as the relative impact of the event.

Additionally, the LR technique is used to test and validate the relevant drivers and  events previously discovered by the ITF technique in the last stage of the selection process and during the event analysis, as a back-up confirmation technique. The LR method is a machine-learning technique that uses an advanced artificial intelligence heuristic scheme to find the best possible forecasting regression model among a vast search space of possible forecasting models. It does this by taking into account the best Akaike information criterion (AIC) of the regression tree. This is a measure of the relative quality of the models, which takes into account the number of estimated parameters and the goodness of fit. Basically, the LR tree technique builds a decision tree to select the best prediction linear regression model. The LR algorithm takes into account the selection of the best predictors for the forecasting process and models with the right number of lagged variables, exogenous variables and dummy or event variables (V1 to Vn) and the best prediction model (PM) performance based on training and testing versus the actual data and its AIC.

The regression tree algorithm used in the forecasting research is an advanced version of Quinlan's regression algorithm, which was improved for predicting continuous classes for inducing trees of regression models. The LR technique combines conventional decision tree methods with linear regression functions at the nodes of the decision tree in order to select the best possible forecasting model base on its AIC. The best linear regression models of the decision tree have lower AIC values. This artificial intelligence technique learns by training from past information and is validated using the actual data. The LR technique is used in this last stage for the verification and validation of the relevant drivers detected using the ITF technique.

The following list contains the main event types for the ID5 analysis.

· IP office events:
· fee changes;
· e-filing introduction (most of the times simultaneously with an e-filing fee reduction);
· legal changes (introduced by the office);
· promotions and actions;
· regulatory decisions;
· communication campaigns;
· IP office statistical changes;
· other events with minor impact.

· External events:
· economic crisis and growth periods;
· overseas design applications;
· legal changes (externally induced);
· design and trade treaties introduction;
· national funded programmes;
· dot.com bubble peak and burst;
· entry into force of Hague Protocol;
· other events.

Lastly, the methodology approach concludes with the summary of the main study findings and results from all the previous research stages. This summary of main research findings is included in the conclusions chapter of this paper. In the conclusions of the study the information and results of all the detected drivers and events are summarised.



[bookmark: _Toc29815723]Main Events and Drivers Impacts Analysis and Results

[bookmark: _Toc29815724]Main USPTO design applications drivers and events

[bookmark: _Toc29815725]Introduction

In this chapter we present the main results and findings of the main drivers and events analysis for the USPTO. The chapter is organised in four sections.

1. This section covers the introduction, including the description of objective time series: USPTO design application (design patents) volumes.

2. The second part presents the analysis of the relevant underlying drivers (factors) for the design applications time series.

3. The third point summarises the main events found that had significant impacts on the evolution of the objective time series.

4. The last point of the chapter is a wrap-up of the main results and findings of the analyses included in this chapter.

In the last four decades, the USPTO has experienced a pattern of almost continuous design applications volume growth, with the exception of a few years of relative stagnation or decline, such as the ones corresponding to the 2008-2009 financial crisis. The USPTO design applications demand growth trend accelerated after the 2009 financial crisis. The average percentage growth trend from 1980 to 2009 was close to 5 % whereas the average annual growth of design filings between 2010 and 2017 was close to 7 %. We will analyse the possible factors behind this evolution.

Additionally, direct design applications (US_DDA) have grown exponentially during the last four decades, from 1980 to the present. The growth pattern of the USPTO design filings can be closely fitted by an exponential regression model growth curve (R2=0.98) (Figure 3.1.1).

Regarding the DDA volume trends, shown in figure 3.1.1, the USPTO DDA series had a volume of close to 6 500 design applications in 1980. In 1990 this initial volume doubled reaching close to 13 400 applications. Two decades later, in 2010 application volumes doubled again, with more than 27 600 applications that year. More recently, the USPTO DDA volumes in 2017 were close to 41 100 design applications.

This continued growth shows the almost continuously increasing demand for design applications in order to protect the IP of companies and individuals in the US over recent decades. Later in this chapter we will analyse whether this growing trend was connected to US economic growth, increased trade activity or other factors. In this chapter we assess the main drivers behind this DDA volume growth trend and the main events and impacts that affected the observed applications evolution.
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Figure 3.1.1. The US DDA time series follows an exponential growth curve, denoting increasing growth in the last years


[bookmark: _Toc29815726]Analysis of relevant design underlying drivers and impacts

The possible candidate drivers and factors that are considered as exogenous variables in analysis for the USPTO DDA series are a set of more than 200 indicators from different typologies that were collected from official international organisations’ data sources. The indicator set contains variables that can be classified in the following indicator groups:

· external sectors, trade and payments;
· government accounts;
· expenditure and GDP;
· economic growth rate indicators;
· supply block;
· household sector accounts;
· prices and deflators;
· labour markets;
· monetary data;
· demographic variables;
· venture capital;
· R&D investment and innovation indicators.
· 


Table 3.1.1 shows the main groups of variables initially detected. These groupings contain relevant information regarding the internal exogenous variables structure reducing the initial information complexity by the identification of indicator similarity patterns and underlying relationships.

	Variables groups
	Variable group (differenced variables)
	Number of variables
	Variance explained (%)
	Representative examples of variables in each initial group

	1
	Economic volumes
	78
	29.55
	Unemployment rate, per capita GDP, domestic expenditure, gross capital formation volume, government receipts

	2
	Price variations, index and deflators and export market
	31
	14.16
	Price variations, index and deflators, export market for goods and services

	3
	Government spending
	19
	11.14
	Government disbursements and lending

	4
	Economic growth
	17
	10.69
	Contribution to world trade growth, GDP growth, PVC growth, exports and imports growth

	5
	Economy size and population
	21
	8.68
	Population, Productive capital stock volume, government gross fixed capital formation volume, General government employment

	6
	Government interest receipts and payments and Social Security related
	20
	6.44
	Contributions to Social Security of employees, net savings of households, General government interest receipts and payments, 

	 
	Total for the first 6 clusters
	186
	80.66
	 

	7
	Other variables
	29
	19.34
	Others exogenous variables such as Venture Capital investment volumes, R&D, business R&D, Researchers per 1 000 employees


Table 3.1.1 Main initial variable clusters detected using dynamic time series clustering


The number of exogenous variables included in each indicator group corresponds to the variables with a higher factor loading (>0.60 or <0.60) for a certain dynamic factor cluster. These initial related variables groups can be seen as a classification of all the variables in the indicators database into a few groups of the total 215 variables included in the database that can explain most of the variability contained in the dataset of indicators for a later impact testing (data reduction method). For example, the total variance explained by the first 6 clusters is over 80 %, which shows that there are some groups of closely related indicators in the dataset. This process highly reduces the dimensionality and complexity of the large dataset of economic variables, as the information reflected by each cluster is shared by the variables contained in it. The cluster number 7 contains variables that would explain the rest of the variability or that have no high loads in a specific group of the preceding six variable groups, such as the R&D, Venture Capital, researchers, etc.

Following the described driver selection process, in the second step we configure the final clusters of preselected significant indicators. In this case, as shown in table 3.1.2 there are three main clusters of significant preselected variables. As expected, the information contained in each of the significant indicators included in one specific cluster is similar to the information contained in the other indicators in the same cluster.

Table 3.1.2 shows the initial preselection of 13 significant economic indicators. The cluster groupings show that the variables contained in these clusters represent different measures of the same economic reality. The total variance explained by these three indicator clusters is higher than the 80 % of the total variability of the 13 preselected indicators.

	Preselected significant variables
	Cluster 1. Economic volumes
	Cluster 2. Economic growth
	Cluster 3. Market & price variations

	GDP per capita
	0.896
	 
	 

	Compensation to employees
	0.892
	 
	 

	Total domestic expenditure volume
	0.851
	 
	 

	Gross capital formation volume
	0.819
	 
	 

	Total receipts of general government
	0.755
	 
	 

	Unemployment rate
	-0.938
	 
	 

	Contribution to world trade growth
	 
	0.954
	 

	Exports growth
	 
	0.885
	 

	Imports growth
	 
	0.961
	 

	Employment growth
	 
	0.696
	 

	Export market for goods and services
	 
	 
	0.669

	Imports nominal value
	 
	 
	0.724

	Total domestic expenditure deflator
	 
	 
	0.938


Table 3.1.2. This table shows the three main significant variables clusters created for the 13 preselected indicators using the ITF technique results. The values in the table represent the factor loadings for each indicator. Factor loadings >0.6 or <-0.6 indicate the membership of each indicator to a certain indicator cluster.


The first cluster of significant indicators (Cluster 1. Economic volumes) would reflect the changes in economic volume of the US economy output (yearly), the second cluster (Cluster 2. Economic growth) contains indicators linked to the variations of economic growth of the US economy. Finally, the last cluster (Cluster 3. Market and price variations) would represent the price variations (price index) and the export market size of good and services.
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Figure 3.1.3. Factor loadings determine the cluster membership of different preselected indicators for the USPTO DDA drivers analysis


The selected three clusters (groups) of variables in this second stage also correspond to clusters 1, 2 and 4 of the variable classification of the initial stage (Table 3.1.1). The economic variables contained in the rest of the initial clusters (clusters 3, 5, 6 and 7) do not contain any significant potential DDA drivers after applying the ITF analysis on them, as their impacts on the DDA series were not statistically significant (p>0.05). Variables such as the R&D investment as a percentage of GDP or the venture capital investment per million USD GDP were tested using the ITF technique but they were discarded as potential drivers due to their non-significant impact results on the objective data series.

	Non-significant variables
	Estimated impact
	Std. error
	t
	Sig.

	Venture Capital
	0.14
	0.30
	0.474
	0.641

	BERD* as a % of Industry Output
	-2638.78
	14 430.21
	-0.183
	0.858

	R&D as % of GDP
	-14222.609
	11 870.61
	-1.198
	0.251


Table 3.1.3. Examples of non-significant discarded variables
*BERD: Business Enterprise expenditure on R&D


Figure 3.1.4 contains a graphical representation example of the automatic cross-correlation function (CCF) analysis procedure associated to the ITF modelling technique. The ITF technique can perform automatically a high number of CCF analyses and select only the best time correlated predictors. Additionally, the ITF examines simultaneously several lag combinations of the independent and dependent variables to determine the best predictor variables and their weights. Using the Bayesian Information Criteria (BIC) the most relevant drivers are selected, discarding less significant or redundant indicators.

[image: ]









Figure 3.1.4 Example of CCF coefficients between Unemployment rate and US DDA (differenced), for the first seven lags, and upper and lower 95 % confidence limits (black lines). The Lag 0 shows a significant cross-correlation coefficient between both time series.


A new application of the ITF technique, in this occasion only to the 13 significant indicators contained in the three described clusters produce the final selection of the four most relevant DDA drivers. The discarded indicators can be considered as redundant indicators or less significant drivers for the DDA series evolution, as they were not selected in this final step by the ITF technique. The ones selected are the best drivers for the design series, which can explain better its evolution and its variations.
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Table 3.1.4. Significant US DDA variables preselection and estimated impacts table


Significant indicators contained in each cluster were tested for cross-correlations with the dependent time series and then analysed together at the cluster level using again the ITF technique to determine which of the significant indicators are the most relevant DDA drivers in each cluster for the final selection of top underlying drivers.

In table 3.1.4 we can observe the estimated impacts and p-values for the all the 13 significant indicators in relation to their impact on the DDA volume variation and the corresponding p-values to evaluate their statistical significance in the ITF model. All the variable impacts represent the estimated change in the DDA series caused by a change in the exogenous variables. Four indicators out of the 13 selected in the previous step are selected in this step. All the four selected relevant drivers were also tested and validated using the Linear Regression Tree (LR) technique with similar impacts on the DDA series to the results of the ITF technique presented here. With this last step in the selection process we reach the most relevant factors behind the evolution of US DDA.

	Most relevant drivers for US DDA
	Impact

	GDP per capita
	0.61

	Unemployment rate
	-501.01

	Contribution to world trade growth
	581.34

	Export market for goods and services
	10.75


Table 3.1.5. Final selection of the most relevant US DDA drivers


Table 3.1.5 contains the list of the four final selected drivers. They were selected among all the other significant indicators (Table 3.1.4) based on the selection criteria of the ITF technique.

The first selected relevant DDA exogenous driver (Table 3.1.5) is the variation of GDP per capita in USD at constant purchasing power parities. As with the rest of the relevant drivers, this exogenous variable was selected as one of main relevant predictors by the ITF technique and then validated using the LR artificial intelligence (AI) technique. The estimated impact of the GDP per capita variations on the evolution of the US DDA time series is an average increase of one DDA for each +0.61 USD (p=0.021) that the annual GDP per capita is increased. For example, an increase of +1 000 USD in the GDP per capita would lead to a growth of +610 design applications (and vice versa). This relationship would indicate the positive impact of the increase of economic output per population in the US on design applications demand. A higher GDP per capita would also increase the private consumption possibilities (purchasing power) of the US population and thus the business activity, hence the higher design applications demand observed with the changes in GDP per capita.

On the other hand, unemployment rate is the second selected relevant underlying driver for the US designs evolution. As expected and conversely to the GDP per capita case, we can observe that the changes in unemployment rate have a negative impact on the design applications demand. This negative impact estimated in -501 DDA (p=0.007) for each change in the percentage unemployment rate of the US. If the unemployment rate is reduced by -3% (in absolute percentage points) then the DDA applications would be increased in +1 500 DDA.

Moreover, this variable relationship would show the linkage between economic activity changes and DDA evolution. The unemployment rate changes are normally linked to the industrial activity variations and can affect the internal private demand by reducing or increasing the household incomes, impacting the demand for new design applications.

These first two selected relevant drivers (GDP per capita and unemployment rate) were included in the first cluster, which contains a total of six possible significant indicators related to economic output volumes changes that were initially preselected (Table 3.1.4). The variables of the cluster could be considered as significant drivers (isolated) and they are more important than other variables discarded in the previous filtering stages, although the final models using all the possible significant indicators discarded them in this last stage.

The preselected potential drivers that were not finally selected by the last stage ITF analysis, are probably redundant with the selected ones in the same clusters, or less relevant in the final models. Some of these variables are similarly associated to the economic output variations such as:

· compensation to employees;
· total domestic expenditure volume;
· gross capital formation volume;
· total receipts of general government.

Additionally, the third selected relevant driver for the US designs is the change in contribution to world trade growth of goods and services of the US. This indicator reflects the variation in the share of world trade growth caused by the US trade volume growth. This relevant driver is closely linked to other trade indicators such as the growth of imports and exports, indicators of the second cluster in the second filtering stage that were not finally selected in the last step because of the selection of the contribution to world trade growth variable. The estimated positive impact of this driver is an increase of +581.34 US DDA for each percentage point change in the US contribution to the trade growth. This indicator would measure the relevance of the US economy in the global trade evolution.

The predominant role of the US economy as one of the main actors in the world trade growth is a driver for the demand of US design applications. As we will see in the events analysis (point 3.1.3 of this chapter), trade related indicators and events are key in the evolution of USPTO DDA. The US design applications demand is in part driven by both the exports and the imports relative variations in relation to the global trade evolution. IP protection is crucial for businesses operating in an increasingly globalised economy, so contribution to trade growth is an important driver of design demand as shown in the analysis results.

The fourth and last selected US DDA driver is related to trade variations as well. The changes in the export market for goods and services for the US is also an important driver for US design applications. The variable export market for good and services represents the potential market volume for the US if the market share of the US is maintained.

This driver indicates the relevance of the export market size for the business activity and hence the increased design applications demand, to protect the designs. So these changes in this indicator would measure the variation in size of the total export markets in which the US operates. The impact of this driver on the design applications evolution is positive and estimated in +10.75 new design applications for each increase of one USD billion in the export market size for goods and services. The estimated US export market in 2018 was USD 2 469.50 billion. This export related driver would show the relationship between the increase of the potential export markets size outside the US and the increased need for IP protection for the designs of US businesses and individuals. In this case, the increased globalisation of US exports would be a relevant factor for US DDA demand.

Furthermore, figure 3.1.5 contains a graphic representation of the four main selected drivers and the US DDA series normalised and without being differenced, for comparison purposes. The export market for goods and services and the GDP per capita show a similar growth pattern compared to the DDA series. Whereas the US contribution to world trade growth and the unemployment rate show more clearly the effects of economic crisis and growth periods affecting the US DDA series evolution.
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Figure 3.1.5 Normalised Z-scores values of the DDA series and top relevant design demand drivers. The time series values are normalised by subtracting the mean and divided by the standard deviation of the corresponding time series.


An additional and important interesting fact about the analysed exogenous variables from a forecasting point of view is that for the vast majority of possible significant drivers collected (except for a few indicators related to R&D and venture capital) are available official forecasts for the next 2 to 3 years regularly published by some of the leading international economic organisations (OECD, IMF, WB, Eurostat, etc.).


[bookmark: _Toc29815727]Analysis of relevant events and impacts

In this part of the chapter we describe the main events and impacts that caused significant impacts on the USPTO design applications volumes. The events are defined in the methodology of this research as certain facts, actions or circumstances that can exert a significant effect on the evolution of the analysed time series. The event impacts can be classified in two main types: level shifts and local peaks or drops.

Regarding the possible relevant events that were included in the impact analyses, the research team considered both events provided by the ID5 partners and other possible events from external sources. Events normally have a more time-localised impact than the exogenous variables, which normally present a more global effect, but provide a good explanation for the specific local trends and specific impacts observed in the design applications volumes evolution.




In this case, for the USPTO, the main events that were considered during the events and impacts analysis belong to the following event groups:

· fee increases and decreases during the analysed period (Table 3.1.6);
· entry into force of the America Invents Act — transition to first inventor to file;
· introduction of the new fees for micro entities (2013);
· entry into force of the Hague Agreement (2015) and other agreements;
· entry into force of free trade agreements (such as the NAFTA);
· different crisis and high economic growth periods.


Table 3.1.6 contains information on some of the events considered during the analysis that was provided by the USPTO for this specific analysis. These events and the ones related to economic crisis and growth periods were included in the events database for the analysis of the significant events and their impacts.

	Event description
	Event starting date
	Observations
	Additional information

	AIA
	16/03/13
	The office transitioned from a first to invent to a first to file system
	America Invents Act

	Hague Agreement
	13/05/15
	As of May 13, 2015, US applicants can file international design applications through the USPTO as an office of indirect filing, and applicants filing international design applications can designate the United States for design protection. In addition, US design patents resulting from applications filed on or after May 13, 2015 will have a 15 year term from issuance.
	Hague Agreement

	Fee increase
	05/10/85
	The office increased the filing fee for a design application from $62.5 to $70 for small entities and from $125 to $140 for all other entities
	50 Fed. Reg. 31818

	Fee increase
	17/04/89
	The office increased the filing fee for a design application from $70 to $75 for small entities and from $140 to $150 for all other entities
	54 Fed. Reg. 6893

	Fee increase
	05/11/90
	The office increased the filing fee for a design application from $75 to $125 for small entities and from $150 to $250 for all other entities
	55 Fed. Reg. 49040

	Fee increase
	16/12/91
	The office increased the filing fee for a design application from $125 to $140 for small entities and from $250 to $280 for all other entities
	56 Fed. Reg. 65142

	Fee increase
	01/10/92
	The office increased the filing fee for a design application from $140 to $145 for small entities and from $280 to $290 for all other entities
	57 Fed. Reg. 38190

	Fee increase
	01/10/94
	The office increased the filing fee for a design application from $145 to $150 for small entities and from $290 to $300 for all other entities
	59 Fed. Reg. 43736

	Fee increase
	01/10/95
	The office increased the filing fee for a design application from $150 to $155 for small entities and from $300 to $310 for all other entities
	60 Fed. Reg. 41018

	Fee increase
	01/10/96
	The office increased the filing fee for a design application from $155 to $160 for small entities and from $310 to $320 for all other entities
	61 Fed. Reg. 39585

	Fee increase
	01/10/97
	The office increased the filing fee for a design application from $160 to $165 for small entities and from $320 to $330 for all other entities
	62 Fed. Reg. 40450

	Fee decrease
	10/11/98
	The office reduced the filing fee for a design application from $165 to $155 for small entities and from $330 to $310 for all other entities
	63 Fed. Reg. 67578

	Fee increase
	01/10/00
	The office increased the filing fee for a design application from $155 to $160 for small entities and from $310 to $320 for all other entities
	65 Fed. Reg. 49193

	Fee increase
	01/10/01
	The office increased the filing fee for a design application from $160 to $165 for small entities and from $320 to $330 for all other entities
	66 Fed. Reg. 39447

	Fee increase
	01/10/03
	The office increased the filing fee for a design application from $165 to $170 for small entities and from $330 to $340 for all other entities
	68 Fed. Reg. 41532

	Fee increase
	01/10/04
	The office increased the filing fee for a design application from $170 to $175 for small entities and from $340 to $350 for all other entities
	69 Fed. Reg. 52604

	Fee increase
	08/12/04
	The office decreased the filing fee for a design application from $175 to $100 for small entities and from $350 to $200 for all other entities
	70 Fed. Reg. 3880

	Fee increase
	30/09/07
	The office increased the filing fee for a design application from $100 to $105 for small entities and from $200 to $210 for all other entities
	72 Fed. Reg. 46899

	Fee increase
	02/10/08
	The office increased the filing fee for a design application from $105 to $110 for small entities and from $210 to $220 for all other entities
	73 Fed. Reg. 47534

	Fee increase
	05/10/12
	The office increased the filing fee for a design application from $110 to $125 for small entities and from $220 to $250 for all other entities
	77 Fed. Reg. 54360

	Fee decrease
	19/03/13
	The office decreased the filing fee for a design application from $125 to $90 for small entities and from $250 to $180 for all other entities 
	78 Fed. Reg. 4212

	Added micro entity fees
	19/03/13
	The micro entity discount on patent fees became available on Tuesday, March 19, 2013. The micro entity design filing fee was set at $45 beginning on March 19, 2013
	78 Fed. Reg. 4212

	Fee increase
	16/01/18
	The office increased the filing fee for a design application from $45 to $50 for micro entities, $90 to $100 for small entities, and $180 to $200 for all other entities
	82 Fed. Reg. 52780


Table 3.1.6 Main possibly relevant events. Information provided by the USPTO


The approach used to select and assess the main events included a combination of the ITF and LR forecasting modelling techniques to assess the events relevance regarding their effect on the US DDA demand. In this analysis we have selected only the statistically significant events based on their selection by the ITF technique (p<0.05) and then tested their relevance using the LR approach.

All the different candidate events were tested to determine if they caused or not a relevant impact on the USPTO designs. Regarding the main events detected in this phase, out of the possible events list, a total of four main relevant events that caused a statistically significant impact on the US DDA time series (Table 3.1.7) were detected.

	Year
	Event code
	Event type
	Impact level (applications)
	Relative impact (%)
	Impact type

	1994
	US_DDA1
	Entry into force of NAFTA
	1 413
	10.4 %
	Peak

	2009
	US_DDA2
	Fee increase and financial crisis
	-2 702
	-10.1 %
	Drop

	2010
	US_DDA3
	Economic recovery and US economic stimulus packages caused increased DDA growth rate
	1 351
	4.3 %
	Level shift (+) of the growth rate

	2013
	US_DDA4
	Fee decrease and added micro entity fees
	1 576
	4.6 %
	Peak


Table 3.1.7 Main detected relevant events USPTO for US DDA


The first relevant event affecting the USPTO design applications time series happened in 1994 and is probably linked to the entry into force of the North America Free Trade Agreement (NAFTA) in 1994 that caused a significant surge in the DDA volume of +1 413 additional applications that same year (p=0.004). The relative impact in DDA demand due to this 1994 event (US_DDA1) was an increase of +10.4 % in applications.
Furthermore, this event is linked to the relevant drivers related to trade: contribution to world trade growth and export market for US goods and services, analysed in the previous point (3.1.2). The entry into force of the NAFTA free trade agreement in 1994 could be associated to the increased design applications demand to the USPTO due to the new trade scenario in the US. The new trade agreement also increased the economic growth in the US in 1994 compared to the previous years.
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Figure 3.1.6 Relevant events USPTO for US DDA


The second relevant event detected in the analysis in 2009 (US_DDA2) is related to the 2008-2009 economic recession and global financial crisis. This crisis period caused a decline of -2 702 less DDA in 2009, a relative reduction in applications of -10.1 % due to the impact that the recession had on economic activity, business and consumption.

Moreover, using the differenced DDA series as the dependent variable for the event testing impact analysis, we have detected an additional new event in 2010 that caused an increased average growth rate of the DDA demand. This third event (US_DDA3) caused an estimated acceleration of the rate in DDA filings of +1 350 additional applications on the average volume increases compared to the previous period (prior to 2009). This accelerated growth pattern is detected from 2010 onwards (to the present) and is a positive growth rate level shift of an additional +4% growth rate increment (yearly) linked to the economic activity recovery period after the 2008-2009 recession.

This third event could be also associated to the US stimulus packages implemented by the US Government and the US Federal Reserve (FED) to boost the economic recovery after the 2008-2009 recession. Among the most relevant US stimulus packages we can mention the American Recovery and Reinvestment Act (2009), a USD 787 billion stimulus package approved by the US Government, and the different quantitative easing rounds (Q1, Q2 and Q3) implemented by the FED, a monetary stimulus that reached a peak of USD 2.1 trillion in June 2010.

Furthermore, the increased US DDA demand from foreign design applicants of various countries during the latter years of the time series, such as China and other ID5 partner countries was analysed and discarded as a possible cause for the increased growth rate in DDA from 2010 reflected by the US_DDA3 event.

In figure 3.1.7 we can observe that the growth rates of US domestic applicants and foreign applicants from China, Japan and S. Korea followed a similar demand growth pattern during the last decade. Domestic and foreign demand, both contributes to the increased demand growth rate from 2010. Conversely, the US DDA applications from the rest of the world remained stable during this period, not showing the accelerated growth patterns of the US (domestic) and China, Japan and Korea combined DDA demand.
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Figure 3.1.7 Comparison of the evolution of US DDA applications by applicant origin


Finally, the fourth relevant event happened in 2013 (US_DDA4) and is connected to a design fee decrease in 2013 and the addition of the new micro entities fees. This fee reduction for micro entities and for the rest of applicants increased the DDA demand causing an application peak of over +1 500 additional design applications in 2013 (p=0.014), which supposed a +4.6 % extra increase.

Regarding this last relevant event, the USPTO created in 2013 a new ‘micro entity’ reduced fee scheme for certain small design applicants. This fee change was applied to filing and prosecuting procedures of USPTO. The change was related to the implementation of the America Invents Act (AIA). The main target groups for this new fee structure were small or independent design applicants.

For design applicants meeting the micro entity requirements, a 75 % reduction on most fees was introduced. On March 19, 2013 the USPTO reduced the filing fee for a design application from $125 to $90 for small entities and from $250 to $180 for all other entities (78 Fed. Reg. 4212).

The main four events detected using the ITF technique were also tested and validated using the LR artificial intelligence technique and their impacts were relevant and similar to those described using the ITF technique.

The rest of the events analysed for the US DDA were not considered significant by the ITF or the LR techniques. Among these non-relevant events were the rest of DDA fee changes, the entry into force of the Hague Agreement or the dot.com bubble of 2000.


[bookmark: _Toc29815728]Summary of main USPTO design drivers and events results

The results of this USPTO DDA drivers and events analysis showed that there are a set of relevant drivers and events that have influence on the evolution of the US design demand. The driver selection process detected a total of four main underlying economic drivers and four relevant events affecting the volumes of US DDA. These drivers and events can be classified into four main groups depending on their typology.

1. Economic activity related drivers:
a. GDP per capita changes;
b. 2009 economic crisis (the impact was in 2009);
c. 2010 to the present economic recovery and economic stimulus packages.

2. Trade related drivers:
a. contribution to trade growth;
b. export market for goods and services;
c. entry into force of the NAFTA agreement in 1994.

3. Labour market driver:
a. unemployment rate evolution.

4. USPTO related events:
a. introduction of the micro entity applicant fee in 2013;
b. general fee reduction of 2013.

The main economic activity drivers analysis indicated the high relevance of the US economic output per population for the DDA demand. The economic growth measured by the variation of this factor, as a measure of the US residents’ standard of living, means that the IP demand from companies and individual design applicants closely follows the economic activity growth trend of the country. 
This is reflected in the reduced designs demand during the 2009 recession with a decline of -10 %. And the later applications demand recovery from 2010 with an accelerated growth rate (of and additional +4% each year), which follows the growth of the US economy during the last years of the time series.

Equally relevant are the trade related drivers and events, showing the increasing importance of globalisation as a general design applications demand driver. The contribution of the US economy to the world trade growth impact on the design filings is a clear indication of this relationship between trade growth and increased IP (designs) demand. The selected trade drivers are, as well, linked to the economic growth and the increased applications volumes, not only in the domestic US market but also in the main export markets for goods and services of the US. Furthermore, the export market for goods and services relevant impact on designs demand reflects this globalisation effect, measured by the potential market size for US exports.

The unemployment rate changes exert a significant influence on the evolution of design applications for the US. The implications of the business activity trends and the disposable income for households associated to the unemployment evolution are factors that modulate the DDA volumes.

On the other hand, some other potentially interesting indicators, such as the R&D as a percentage of GDP, number of researchers or venture capital were tested without obtaining statistically significant results.

Finally, the last selected event was related to the USPTO internal decisions and regulatory changes. The introduction of the micro entity applicant reduced fee scheme to promote design applications among small or independent design applicants and the general fee reduction in 2013 caused a +4.6 % additional increase in applications. This impact shows the importance of the IP offices’ decisions and actions in order to increase design applications demand and IP awareness by promoting new and more accessible fee structures, especially for smaller business applicants.















Relevant events parameters for USPTO

	Year
	Event code
	Estimate
	Standard error
	t
	Sig.

	1994
	US_DDA1
	1 413.3
	454.52
	3.109
	0.004

	2009
	US_DDA2
	-2 702.0
	607.00
	-4.451
	0.000

	2010
	US_DDA3
	1 351.1
	328.69
	4.111
	0.000

	2013
	US_DDA4
	1 576.0
	607.00
	2.596
	0.014



ITF model statistics

	Model name
	
	US_DDA-ITF model

	Difference
	
	1

	Total events detected
	
	4

	Performance indicators
	R-squared
	0.99

	
	RMSE
	800.75

	
	MAPE
	3.31

	
	BIC
	13.76
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[bookmark: _Toc29815730]Introduction

The present chapter describes the main findings related to the drivers and events analysis for the South Korean IP office (KIPO). In the four parts of this chapter we assess the KIPO design time series evolution and its main underlying factors. This chapter is organised in four main sections:

1. introduction;
2. the second point covers the relevant underlying drivers (factors) for the design applications time series;
3. the third point explains the main events found that had significant impacts on the design trends;
4. the last point contains a summary of the key findings regarding the main drivers and events.

The Korean case presents a mostly continuous growth trend from 1980 to 2013, with some periods of decline normally linked to the impact of events that affect the designs demand, such as the 1998 financial crisis in Korea. The general growth trend stopped in 2013, after which KIPO design applications and filings demand has been relatively stagnant, with a slight decline in volume from 2013 to the present, after some events that we will evaluate later in this chapter, such as the entry into force of the Hague agreement for Korea. The change in trend is clearly seen when the average growth rate for these periods is analysed. From 1980 to 2013 the average yearly design applications increase was close to +6.3 %. But from 2014 to 2017 KIPO DDAs showed an average annual drop of -1.3 %. We will analyse the possible factors behind this evolution.

From 2004 to 2008 the KIPO DDA experienced a bigger than average growth. During this period, the design applications surged 38 % in total after a relatively flat period from 2001 and 2003, in the years of the dot.com bubble burst.

As we observed in the USPTO DDA evolution, the Korean design series also experienced nearly exponential growth from 1980 to the present. This exponential growth pattern changed in 2014, initiating a declining trend period. Before 2014, the growth pattern of the KIPO design filings can be closely fitted to an exponential regression model growth curve (R2=0.96) (Figure 3.2.1).

As it can be observed in figure 3.2.1, both series of KIPO designs, DDA and direct design filings (DDF) present an almost identical growth pattern and evolution. The cross-correlation function analysis shows that both series are highly cross-correlated in time (the cross-correlation coefficient at lag 0 is 0.99). This implies that all the findings and relevant drivers and events results for KIPO DDA are equally applicable and valid for the DDF series, given their almost identical trend pattern in time.

If we take into account the actual volumes of the DDA series, shown in figure 3.2.1, the KIPO DDA series presented a volume close to 10 000 design applications in 1980. By 1991 the DDA reached 20 000 applications, doubling the initial figures of 1980, a similar growth trend to the one observed in USPTO office during the 1980s. More than a decade, 13 years later (in 2004) the DDA series doubled again its volume of applications surpassing the 40 000 filings mark, following the commented almost exponential growth global trend. Finally, the KIPO DDA volume in 2017 was close to 41 100 design applications.

The described initial growth trend stopped in 2013, reaching a peak in DDA of close to 67 000 applications. From 2014 onwards the DDA volume fluctuated around an average of 65 000 applications, initiating a declining trend from the maximum value of 68 000 reached in 2015. The main factors that will be discussed in this chapter will try to uncover the relevant exogenous variables and events driving the observed trends in KIPO DDA. One relevant DDA trend feature that will be considered during this drivers and events analysis is the 1998 -17 % drop in applications.
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Figure 3.2.1. The KR DDA time series follows an exponential growth curve, denoting an increasing growth in the last years


Regarding the International Design Applications and Filings series, that started in 2014 related to the entry into force of the Hague Agreement in 2014, the series are too short as to extract relevant time series results using the techniques for this evaluation. However the volumes of these international design series from KIPO will be considered during the evaluation of the design events.

[bookmark: _Toc29815731]Analysis of relevant design underlying drivers and impacts

In this chapter we describe the main results regarding the assessment of underlying drivers and impacts for KIPO designs. With the objective of discovering the main factors behind KIPO DDA demand evolution we have evaluated the main different exogenous economic variables related to the DDA volume variations. For this analysis we use a similar approach to those used in the analysis of the rest of the ID5 partners’ design applications.

The possible exogenous variables for the analysis of KIPO DDA were collected initially in a dataset of more than 200 indicators, gathered from different international organisations, thematically grouped in these categories:

· external sectors, trade and payments;
· government accounts;
· expenditure and GDP;
· economic growth rate indicators;
· supply block;
· household sector accounts;
· prices and deflators;
· labour markets;
· monetary data;
· demographic variables;
· R&D related indicators (R&D and researchers).


From the initial exogenous variables database we have extracted the main drivers associated to the main trends observed in the KR DDA series using the driver selection process described in the methodology of the study.

In the first step of the exogenous variables selection process we found two main broad groups among the whole set of indicators. These main two groups can explain the vast majority of the variance observed in the complete database of exogenous variables.

Table 3.2.1 shows the main initial groups of variables detected using the clustering technique. These first groupings contain relevant information regarding the internal exogenous variables collection structure, the analysis for the following analysis steps for reducing the initial information complexity by the identification of indicator similarity structures and underlying internal relationships. Apart from this clustering information the thematic groupings information is also used for the classification of the exogenous variables in the following selection steps.


	Initial variable clusters
	Variable cluster group (differenced variables)
	Number of variables
	Variance explained (%)
	Factor loadings of DDA in each cluster
	Representative examples of variables in each cluster

	1
	Economic volumes, output, size and R&D
	126
	57.97
	0.058
	Unemployment, GDP volume, private and government consumption volumes, government disbursements, exports and imports volumes, population, R&D investment as a % of GDP, gross fixed capital formation volume, etc.

	2
	Economic growth, trade and price variations
	80
	42.03
	0.998
	GDP growth, PVC growth, exports and imports deflators, inflation, export market for goods and services, exchange rates variations, etc.


Table 3.2.1 Main initial variable clusters detected using the initial time series clustering for KIPO DDA


The differenced exogenous variables included in each indicator group correspond to the variables with a higher factor loading for a certain dynamic cluster. These two initial variable groups divide the dataset of 206 variables collected for KIPO based on the variability contained in the dataset of indicators. The first initial exogenous variable cluster that mainly includes variables related to economic volumes, economic output and R&D would explain 58 % of the total dataset variability. On the other hand, the second indicator cluster contains variables related to economic growth, trade and price variations, explaining a 42% of the total variability of the differenced dataset.

The second step in the selection of a KIPO DDA driver is the application of the ITF technique to all the indicators of the various initial groups created from the exogenous variables dataset, taking into account their thematic relationships. This second step creates the preselection of statistically significant exogenous variables that are related to the evolution of KIPO DDA. As in the rest of the cases, only variables with significant ITF[footnoteRef:3] impact estimates (p<0.05) were selected by the automatic modelling system, taking into account the models with the best BIC and other relevant econometric statistics. [3:  ITF or Intelligent Transfer Function, is an advanced forecasting technique that allows the identification and selection of the main exogenous factors that affect the evolution of the forecasted series.] 


Once the statistically significant indicators related to the DDA volumes have been preselected using the ITF technique, a new clustering process is applied to the resulting preselected variables. This second clustering creates consistent groups of significant exogenous variables or drivers. This process generates a new set of significant variable clusters, as shown in table 3.2.2. In the KIPO analyses four main clusters of significant preselected variables were detected. The clusters of differenced variables represents similarities in the information (variability) explained by each group of significant exogenous variables.



In table 3.2.2 we can observe the preselection made of 13 significant economic variables (differenced). The clusters are named based on the type of related indicators that each contain. In this case, the total variance explained by the four significant indicator clusters is higher than the 87% of the total variability of the 13 preselected indicators.

	Pre-selected significant variables
	Cluster 1. Economic growth
	Cluster 2. Economic output and unemployment
	Cluster 3. Trade prices
	Cluster 4. Trade volume and ex. rate

	GDP growth
	0.865
	 
	 
	 

	Private consumption growth
	0.851
	 
	 
	 

	Total employment growth
	0.822
	 
	 
	 

	Gross fixed capital formation growth
	0.820
	 
	 
	 

	Disposable income of households
	 
	-0.858
	 
	 

	Final domestic expenditure volume
	 
	-0.756
	 
	 

	Unemployment rate
	 
	0.705
	 
	 

	Disbursements of government (% GDP)
	 
	0.696
	 
	 

	Imports deflator
	 
	 
	0.890
	 

	Exports deflator
	 
	 
	0.840
	 

	Competitors' price of exports
	 
	 
	0.822
	 

	Goods and services trade volume
	 
	 
	 
	0.943

	Exchange rate, national currency per USD
	 
	 
	 
	-0.512



Table 3.2.2. This table shows the four main significant variables clusters created for the 13 preselected indicators using the dynamic ITF technique results. The values in the table represent the factor loadings of each factor cluster. High factor loadings would indicate the membership of each indicator to a certain indicator cluster.


The first cluster of significant indicators (Cluster 1. Economic growth) mainly includes indicators that are related to the growth of various economic variables for the Korean economy output (yearly growth rates). The selected significant economic growth variables are interrelated: GDP, private consumption, employment and gross fixed capital formation growth rates. The second cluster (Cluster 2. Economic output and employment) contains indicators related to the economic volumes, such as the final domestic expenditure volume or the disposable income of households, and the unemployment rate and government disbursements. The third cluster (Cluster 3. Trade prices) contains variables related to the price evolution of imports and exports for Korea and the competitors’ prices of exports. Lastly, the fourth group of significant indicators for KIPO contains the goods and services trade volume (variations) and the variations of exchange rate. The different groups of significant indicators are shown in figure 3.2.2 below.
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Figure 3.2.2. Factor loadings determine the cluster membership of different preselected indicators for the KIPO DDA driver analysis


The selected four clusters (groups) of variables in this second stage reveal that there are groups of internally related indicators that could be linked to the demand for KIPO DDA. The four clusters of this second stage offer interesting information on the main drivers for the demand of KIPO designs. The variables that were not selected after this second stage of the filtering process using the ITF technique were not statistically significant (p>0.05). Variables such as the R&D investment measured in Korean Won, the population variation, the number of researchers per 1 000 employees are examples of the variables that were analysed but finally not selected using the intelligent variable selection system. The discarded variables in the second step variables have non-significant (statistically) impact on the objective data series.

	Non-significant variables
	Estimated impact
	Std. error
	t
	Sig.

	Population
	-0.003
	0.003
	-0.872
	0.390

	R&D investment (KRW bn)
	35 610
	215 000
	0.166
	0.869

	Researchers per 1 000 employment
	2 427
	1 417
	1.713
	0.103


Table 3.2.3. Examples of non-significant discarded variables




One of the advantages of the used selection technique is the filtering of potentially redundant indicators, thus avoiding duplication of selected significant drivers. We achieved this by applying the ITF selection method to groups of thematically related variables inside each of the initial clusters. The ITF technique selects only the best significant independent variables using the BIC parameter to avoid models with redundant or non-significant variable impacts.

The third and last step of the selection process chooses the most relevant significant drivers for the KR DDA series. To obtain the final selection of relevant DDA drivers we apply the ITF technique on the significant variables contained in the clusters of preselected indicators of the second step: 13 variables grouped in four clusters. The capabilities of the ITF technique applied on the preselected indicators are key to discover which are the most relevant DDA drivers among the preselected significant indicators. The ITF technique employed at the preselected cluster level is used to evaluate which are the most relevant DDA drivers in each cluster or the final selection of drivers.

The preselected indicators that were not selected in the final step can be considered as less relevant drivers (or possible secondary substitutes) for the DDA series evolution due to their similarities or redundancies to some of the selected exogenous variables. These discarded variables did not pass the last ITF filtering stage. The relevant indicators that were finally selected are the most relevant underlying factors for the DDA time series. These selected exogenous variables contain information that can be used to explain the evolution and trends of the KIPO design volumes.
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Table 3.2.4. Significant KR DDA exogenous variables preselection and estimated impacts table


Table 3.2.4 contains the information on the preselected significant exogenous variables and their estimated impact on the DDA evolution, as well as other ITF model statistics and the corresponding p-values, in order to assess their statistical significance. The last column of the table indicates if the indicator was or not selected in the last step of the selection process. All the preselected variables of the table are differenced, so their impacts represent the changes in the variables and their estimated effect on the DDA series variations. Four indicators out of the 13 selected in the previous step are selected in this step, one in each of the four second step clusters. The variables that indicate a lag number in their name in the table 3.2.4 denote that their impacts are delayed in the number of years that the lag number indicates. For example, the impact on the DDA series of the variable current disbursements of general government as a percentage of GDP correspond to the first lag of the variable, so the impact is delayed one year, so it could be used in a model to predict one year ahead the value of the objective series (DDA). This variable represents the variation of payments (or money transfers) to businesses or citizens made by the Korean government as a percentage of the GDP.

Additionally, the selected relevant drivers were confirmed using the AI based Linear Regression Tree (LR) technique, obtaining similar results to the ITF technique. This last step of the driver selection process allows us to know which are the relevant factors behind the evolution of KIPO DDA.

	Most relevant drivers
	Impact

	Private consumption growth
	256.17

	Unemployment rate
	-1 183.66

	Exports of goods and services, deflator
	-18 473.16

	Goods and services trade volume (Lag 2)
	62.17


Table 3.2.5. Final selection of the most relevant KIPO DDA drivers


In table 3.2.5 we can observe the list of the four selected drivers for KIPO DDA. These drivers were selected among all the other significant indicators in the previous variable filtering steps (Table 3.2.4) based on the selection criteria of the ITF technique.

The first selected driver for KIPO DDA is the private consumption growth variation. This DDA driver variable was selected twice by the ITF technique (in all the different selection steps). The private consumption growth variation shows an estimated direct impact on the evolution of the KR DDA volumes of over +250 designs for each percentage point increase in private consumption growth (p=0.001). Private consumption is related to the consumer spending on goods and services and is a key factor in the economic growth of the country.

The impact of private consumption growth analysis would show a positive effect on Korean design applicants’ demand related to the variations in private consumption or expenditures made by the consumers.

This would indicate that a higher private consumption growth increase, linked to improved economic activity, creates more internal demand that would be directed to manufacturers and companies and this increased consumption would lead to a higher demand for direct design applications to protect the IP of the companies. Besides, this variable is linked to the other three indicators of the first cluster of preselected exogenous variables: GDP growth, employment growth and gross fixed capital formation growth, as they represent different aspects of the economic growth of the country.

The second selected driver is the unemployment rate change. This relevant factor for the KR designs evolution has a negative impact on KIPO design trends. The fact that the unemployment rate has a negative impact on the designs applications demand could be related to the dual nature of this indicator regarding its economic impact, as it can reflect the activity level of companies and could be associated to the purchasing power and consumption capabilities of citizens. The estimated impact of the unemployment rate changes on the KIPO DDA series is -1 184 DDA (p=0.018) for each increase of one percentage unemployment rate. A -1 % decrease in unemployment rate, in absolute percentage points, would imply that the Korean DDA applications would be increased by +1 184 DDA the same year.

Additionally, the unemployment level is linked to three other variables in the second cluster of preselected indicators, for example, the disposable income of households, domestic expenditure volumes and the changes in government disbursements (that include unemployment-related benefits).

Furthermore, the third selected relevant driver for the KIPO DDA is the exports of goods and services deflator. This is a price index that reflects the price variations of exports of goods and services. This relevant driver is also linked to other trade prices indicators such as the imports of goods and services deflator or the competitors’ prices of good and services exports, indicators of the third cluster resulting from the second filtering step, that were not finally selected in the last step. The impact of the export prices increases on the DDA volumes is negative. An increase of one point in this price index (the base year for this index is 2010=1) would lead to decrease of close to -18 500 DDA.

This exogenous variable would suggest that the competitiveness in price of Korean exports would be a driver for the designs demand. A decrease in export prices could increase the demand in the main export markets (and domestic markets) for Korean products. Innovation and new technology developments contribute to moderate or reduce the export prices and increase the export competitiveness of the Korean companies. The relative prices of competitors in the same export markets would be linked to this impact. Countries with lower (more competitive) export prices create a pressure in order to moderate or reduce the export prices, that will increase the actual volumes of exported goods and services. The IP protection of design applications for new products is needed when designing new goods to be exported or sold in the domestic markets. These factors would explain why a moderation in export prices would increase the DDA demand.

Finally, the last selected driver for KR DDA is related to trade variations too. In this case, the goods and services trade volume (Lag 2, indicating a delayed impact) is a relevant driver for the KR design applications demand. This indicates the high importance of trade volumes variations as a predictor exogenous variable of future DDA demand increases.

This underlying driver would suggest the significance of the trade volumes from previous years on the IP demand in Korea. The impact of this driver on the design applications evolution is positive and estimated in +62 new design applications for each USD billion increase in the goods and services trade volume of Korea that happened two years ago. The estimated goods and services trade volume in 2017 for Korea was USD 714 billion. This trade underlying factor could indicate the relationship of the increased need for IP protection for the designs of Korean businesses and individuals given the degree of globalisation of the Korean economy. So, based on these results, the aperture of the Korean economy to the international trade during the last decades has contributed to the increasing demand for design applications, and to the economic prosperity of the country economy. The trade volume changes can anticipate by two years the possible DDA demand trend.

Lastly, in figure 3.2.5 a graphical representation is shown of the main selected drivers and the KIPO DDA series normalised and without having been differenced values for comparison purposes. The impact of the 1998 Korean financial crisis is clearly visible in the chart, as well as the increase in unemployment rate and the decrease in private consumption growth during this crisis. The chart shows the commented anticipated trend of the trade volume variation with respect to the DDA volume trends as well.
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Figure 3.2.5 Normalised Z-scores values of the DDA series and top relevant design demand drivers. The time series values are normalised by subtracting the mean and divided by the standard deviation of the corresponding time series.
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In this point we summarise the main events and impacts that caused significant impacts on the KIPO design applications volumes. The selected events are the ones that have relevant impacts on the evolution of the analysed time series. We considered two main event types in this analysis: level shifts and local peaks or drops.

The events that were taken into account during this analysis are events provided by KIPO and other possible events from external sources. The event analysis is a tool that can explain certain breaks in the series, outliers or local trends in the design series.

For KIPO, we considered the following event groups.

Events provided by KIPO:

· 1998 fee increase;
· 2009 e-filing introduction;
· 2011 Samsung and Apple design patent lawsuit;
· 2014 Hague Agreement;
· 2014 whole amendment of Design Act.

Additional events considered:

· 1998 Korean financial crisis;
· 2001 dot.com bubble;
· 2008-2009 global financial crisis.


Apart from the listed events, the event selection method can detect and evaluate previously not known events by analysing the impact on the DDA series. In this analysis, only the statistically significant events are selected based on their selection statistical significance and relevance.

Considering all the possible event candidates, the selection process for the KIPO DDA finally selected a total of three main relevant events that caused a statistically significant impact on the KR DDA time series (Table 3.2.6).

	Year
	Event code
	Event type
	Impact level (applications)
	Relative impact (%)
	Impact type

	1998
	KR_DDA1
	Fee increase and Asian financial crisis
	-7 391
	-25.9 %
	Drop

	2011
	KR_DDA2
	Samsung and Apple design lawsuit
	-3 765
	-6.6 %
	Drop

	2014
	KR_DDA3
	Whole amendment of Design Act and Hague Agreement
	-3 993
	-6.0 %
	Level shift


Table 3.2.6 Main detected relevant events for KR DDA


The first event that had a significant impact on KIPO design applications (KR_DDA1) happened in 1998 and is related to the 1998 Korean financial crisis that also affected other Asian economies. Additionally, during 1998 there was a design fee increase. The combination of these facts caused a DDA volume drop of close to -7 400 applications the same year (p=0.004). The relative negative impact in DDA demand associated to this event was a -26 % drop in design applications.

The 1998 financial crisis had an important impact on the Korean economy and affected the economic growth and the employment of the country. This crisis, together with the design fee increase the same year combined to create a drop in DDA volume that year. Eventually the Korean economy improved during the following year after this crisis period and recovered the previous levels of DDA filings in 1999. In figure 3.2.6 the deep impact of the 1998 event can be appreciated.
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Figure 3.2.6 Relevant events KIPO for KR DDA


The second relevant event selected for KIPO happened in 2011 (KR_DDA2) and is related to the lawsuit between Samsung and Apple[footnoteRef:4] due to a legal dispute linked to IP rights of smartphone designs and user interfaces (affecting both hardware and software designs). Samsung was (and currently is) one of the main KIPO design applicants in 2011. This company was the second biggest design applicant of the KIPO with a total volume in 2011 of more than 800 DDA. The other top Korean design applicants at KIPO in 2011 were CJ Corp. and LG Electronics, with similar application volumes of around 800 applications. [4:  https://www.theverge.com/2011/04/19/apple-sues-samsung-analysis] 


Additionally, Korea implemented in 2011 the new Enforcement Decree of the Unfair Competition Prevention and Trade Secret Protection Act, which established new procedures to avoid the unfair usage of IP in the future. This decree was related to the preparation for the entry into force of the Korea-US Free Trade Agreement. The mentioned lawsuit affected potential design applications not only from Samsung but also from other potential national and international design applicants causing a temporary drop in design applications during 2011, due to the possible uncertainty created by the lawsuit, estimated in -3 765 DDA, a relative reduction in applications of -6.6 % due to this event. This uncertainty period, associated to the 2011 lawsuit, could have temporarily delayed the design applications from applicants (mostly domestic). Once these 2011 uncertainties were solved we can observe the recovery and increase in design application volumes the following years: 2012 and 2013.

Finally, the third relevant event is linked to two relevant and interconnected facts that happened in 2014 (KR_DDA3). The first one is the entry into force of the Hague Agreement for Korea and the second one is the adoption of the new whole amendment of the Design Act and a new fee change for designs in 2014. This combined event created a negative level shift in the DDA series of almost -4 000 applications from 2014 onwards (p=0.006). This event caused -6 % relative reduction in application volumes from 2014 due mainly to the joint effects of the new amendment of the Design Act, the fee modifications and the new possibilities for applicants provided by the Hague Agreement and its international design applications due to the entry into force of this agreement in Korea.
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The KIPO DDA drivers and events analysis has selected a group of relevant drivers and events that affected Korean design demand. The driver selection process found a total of four main economic factors and three relevant events affecting the volumes of KIPO DDA. We can group the detected drivers and events into four main categories depending on their typology.



1.	Economic activity related drivers:
a.	private consumption growth variations;
b.	1998 Asian financial crisis effect.

2.	Trade related drivers:
c. export prices variations;
d. trade volume changes.

3.	Labour market driver:
e. unemployment rate evolution.

4.	KIPO and other IP related events:
f. fee changes of 1998 and 2014;
g. Samsung and Apple lawsuit in 2011;
h. legal changes introduced in 2011 and 2014;
i. entry into force of the Hague Agreement in 2014.

Regarding the main economic underlying drivers for the DDA volumes in Korea, the economic growth variations reflected by the increase of private consumption growth implies that a significant share of the DDA demand is influenced by general economic growth trends and that private consumption is one of the key factors behind the growth of design applications in recent decades. Internal consumption growth drives the demand for new products, linked to a higher standard of living of the population, and hence increased designs demand. The economic effect on DDA volume is reflected by the profound impact that the 1998 Korean financial crisis had on application volumes, with a -26 % relative decline that same year. Other significant indicators linked to the private consumption growth are the GDP growth or the gross fixed capital formation, which are similarly statistically related to the application volumes.

On the other hand, trade related drivers were relevant factors linked to the evolution of the DDA trends too. The high competition level of the globalised economy and the newer technological advances could be behind the importance of the Korean export prices as a driver for DDA demand. The innovation leading to technologically improved and less expensive products as a competitive trade strategy that creates new export market opportunities for Korean companies could indicate a possible way for the export price variations to influence the designs demand. Companies such as Samsung and LG not only are the top design applicants at KIPO but also at the top international IP offices such as USPTO and the EUIPO. This strategy of the big global Korean companies of increasing their IP presence internationally in other relevant IP offices in order to improve their IP protection globally is also a result of the previous lawsuits between Korean companies and other global companies (such as Apple).

On the other hand, from a labour market perspective, unemployment rate variation shows a relevant influence on the evolution of DDA in Korea. The unemployment is an interesting labour market indicator that is connected to the activity rate of the Korean business sector and its evolution is highly linked to the expenditure capabilities of the domestic market. Both, business activity rate and consumer purchasing power, represented by the unemployment variation, are key for the evolution of DDA volumes in Korea. During the 1998 crisis, the unemployment rate increased in Korea from 2.6 % to the 7.1 % and until now in 2019 (estimated 3.7 %) the unemployment rate in Korea has never recovered its previous 1997 value.

Lastly, the events that are related to the activity, regulatory changes and decisions of the KIPO have also shown a relevant impact on the DDA evolution. Fees and legal changes such as the ones in 1998, 2011 or 2014 have been linked to a DDA volume reduction, although these fee changes happened simultaneously to other possibly relevant events. The impact of the Samsung and Apple lawsuit affected not only Samsung applications but also other design applicants based on the relative DDA drop detected in 2011 (-6.6 % reduction). Finally, the entry into force of the Hague agreement in 2014 could be behind the last level shift that reduced the applications level -6 % from 2014 onwards, together with the rest of the regulatory and fee changes of 2014.



Relevant events parameters for KIPO

	Year
	Event code
	Estimate
	Standard error
	t
	Sig.

	1998
	KR_DDA1
	-7 390.8
	2 211.84
	-3.341
	0.004

	2011
	KR_DDA2
	-3 765.5
	1 521.54
	-2.475
	0.026

	2014
	KR_DDA3
	-3 993.4
	1 254.00
	-3.185
	0.006




ITF model statistics

	Model name
	
	KR_DDA-ITF model

	Difference
	
	1

	Total events detected
	
	3

	Performance indicators
	R-squared
	0.98

	
	RMSE
	2 151.78

	
	MAPE
	2.90

	
	BIC
	15.97
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The present subchapter summarises the results of the drivers and events analysis for the Japanese IP office (JPO). In the four parts of this chapter we analyse the JPO design time series evolution and its main underlying factors. This chapter is organised in four main sections:

1.	introduction;
2.	relevant underlying drivers for the design applications time series;
3.	events with significant impacts on the design trends;
4.	key findings summary.

The Japanese direct design applications time series (DDA) presents a clearly different evolution from the general trends of design volumes observed in the rest of the ID5 partner offices. Contrary to the general growth trend in design applications observed in the rest of the ID5 partners, Japanese design applications exhibit a global declining trend in the last four decades, from 1980, with some periods of relative stagnation.

The evaluated JPO DDA series starts in 1980 with a volume of over 55 000 DDA, reaching more than 59 000 applications during 1981 and 1982. After this design applications peak, the Japanese DDA series starts a declining trend during the rest of the 1980s, with a volume of 48 500 applications in 1989. The 1990s started with a sharp decline in design applications, probably linked to the collapse of the Japanese asset price bubble in the early 1990s. While the DDA volume fluctuated around 50 000 and 60 000 applications during the 1980s, during the 1990s the volume oscillated around the 40 000 direct design applications level of 1991, after the drop of the initial years of this decade.

The DDA volume remained relatively stable around the 40 000 applications from 1991 to 2005. Between 2006 and 2009, there was a new decline in JPO DDA volumes that has driven the average level of applications from around 40 000 to around 30 000 from 2009 to 2017. In 2017, the Japanese DDA level is close to 30 000 applications, a 50 % reduction from the peak of the series of close to 60 000 applications during 1981 and 1982. So in almost four decades Japanese design applications underwent significant decline to three different levels with two main drops, during 1991 and 2009, that reduced DDA volumes by half that of the early 1980s (Figure 3.1.1). In this chapter we analyse the main drivers, events and impacts behind the observed evolution of Japanese design applications trends.
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Figure 3.3.1. JPO DDA time series evolution

With reference to the international design applications and filings series and the Japanese accession to Hague Agreement in 2015, the series are too short as to extract relevant time series results using the techniques for this evaluation. However, the effects of the Hague Agreement entry into force are considered during the evaluation of the design events too.
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This point reviews the main findings of the underlying drivers and impact analysis for JPO designs. As with the rest of the ID5 partners, the objective is the identification and selection of the main factors behind JPO DDA demand evolution. We assess the main significant variables and predictors related to the DDA evolution by using similar techniques to those used in the analysis of the other ID5 partners’.
More than 200 indicators for the Japanese economy from the initial dataset of candidate potential relevant underlying drivers were used in this analysis. These indicators were collected from various international organisations. The used indicators belong to the following categories:

· external sectors, trade and payments;
· government accounts;
· expenditure and GDP;
· economic growth rate indicators;
· supply block;
· household sector accounts;
· prices and deflators;
· labour markets;
· monetary data;
· demographic variables;
· R&D related indicators (R&D and researchers);
· overseas design applications by Japanese nationals.

The study methodology was used to select the main drivers associated to the DDA series evolution. In this process, we start the selection with an initial classification of the exogenous variables in the collected database of potential exogenous variables to create related groups with all the economic variables.

This first classification process detected a total of 12 main general groups of related differenced indicators among the whole set of indicators. The first 11 of the variable groups explain more than the 83 % of the total variance observed in the collected indicator dataset of more than 200 variables for the Japanese economy.

Table 3.3.1 contains a summary on the selected variable groups. The information on the variable structure is used as a first guide to reduce the complexity of the indicator database by the identification of differenced indicators with underlying internal relationships, based on the groups (clusters). The thematic groupings are also used, apart from the initial groups of variables, in the following classification stage to detect the significant indicators using the ITF technique.

	Initial
variable groups
	Variable initial group (differenced variables)
	Number of variables included
	% of variance explained
	Representative examples of variables in each initial group

	1
	Economic volumes variations
	68
	29.80
	Economic volumes and outputs, income, expenditure and consumption

	2
	Economic growth variations
	33
	16.39
	Economic growth indicators: GDP growth, PVC growth, exports growth, trade indicators

	3
	Government accounts and unemployment
	19
	8.55
	General government payments, receipts, social security, taxes and unemployment rate

	4
	Trade prices variations
	17
	5.58
	Trade prices, exchange rates

	5
	Trade balance variation
	5
	5.07
	Trade balance indicators, imports, exports

	6
	Government balance
	10
	4.17
	Capital transfers, government balance and payments

	7
	Exports, imports and overseas applications by Japanese nationals
	7
	3.48
	Overseas design applications, exports, imports, export market size, balance of primary income

	8
	Population changes
	4
	3.45
	Population size and labour force indicators

	9
	Government interests
	2
	2.85
	Government interest payments

	10
	Inflation and purchasing power
	5
	2.32
	Purchasing power parity, GDP deflator growth, inflation

	11
	Interest rates and relative export prices
	7
	1.84
	Interest rates, competitors' prices of exports

	
	Total for the 11 first clusters
	177
	83.49
	

	12
	Other variables
	28
	16.51
	Other exogenous variables such as R&D investment, Researchers per 1 000 employees, savings, capital tax, self-employment, etc.


Table 3.3.1 Main initial variable clusters detected using the initial time series clustering


The initial groups contain variables that describe a similar variability in their evolution. This initial classification process divides in smaller groups the dataset of 205 variables collected for JPO based on the variability contained in the dataset of indicators. The first initial exogenous variable group, which is related to economic volumes and outputs, income, expenditure and consumption, explains 30 % of the total dataset variability and contains close to 70 indicators. This type of group can be found in some of the other analysed ID5 partners, as well as the second variable group, which mainly contains economic growth indicators, such as GDP growth rate or private consumption growth rate, explaining 16 % of the total variability of the indicator database.

After this initial grouping, the second step in the selection of a JPO DDA driver is the application of the ITF technique to all the indicators of the various initial groups created from the exogenous variables dataset, taking also into account their thematic relationships. The preselection of statistically significant indicators using the ITF forecasting technique detected a total of 12 significant indicators (p<0.05) that are related to the evolution of JPO DDA volumes variations and trends.

The results of the new set of significant variable clusters selected in the second step of the filtering process are shown in table 3.3.2. In the analysis a total of four main indicator clusters containing related significant preselected variables were detected. The clusters of differenced variables represent similarities in the information (variability) explained by each group of significant exogenous variables. These are a way of detecting possible clusters of redundant or highly related exogenous variables that have significant impacts on the DDA series.

In table 3.3.2 we can observe the 12 significant economic variables for the DDA evolution (all the variables are differenced). The total variance explained by the four significant indicator clusters is close to 80 % of the total variability contained in the 12 preselected indicators as a whole.









	Preselected significant variables
	Cluster 1. Economic growth
	Cluster 2. Design applications to other IP offices
	Cluster 3. GDP deflator, PPP and interest rate
	Cluster 4. Gross capital formation

	Final domestic expenditure growth
	0.957
	
	
	

	GDP growth
	0.838
	
	
	

	Private final consumption growth
	0.809
	
	
	

	Gross fixed capital formation growth
	0.797
	
	
	

	Overseas DDA by Japanese Nationals
	
	0.929
	
	

	DDA to other ID5 offices by Japanese nationals
	
	0.912
	
	

	GDP deflator growth
	
	
	0.812
	

	Short-term interest rate
	
	
	0.775
	

	Purchasing power parity, national currency per USD
	
	
	0.711
	

	Gross capital formation
	
	
	
	0.848

	Gross total fixed capital formation, deflator
	
	
	
	0.814

	Gross fixed capital formation housing volume
	
	
	
	0.612


Table 3.3.2. Four final drivers clusters were created from the 12 preselected indicators using the dynamic ITF technique results. The values in the table represent the factor loadings for each indicator. High factor loadings indicate the membership of each indicator to a certain indicator cluster.


Regarding the final cluster of preselected exogenous variables, the first group of predictors (Cluster 1. Economic growth) is comprised by four main indicators, all of them related to Japanese economic growth. The related significant economic growth variables of the first preselected group in the JPO DDA analysis are the following:

· final domestic expenditure growth;
· GDP growth;
· private consumption growth;
· gross fixed capital formation growth.

The second cluster of preselected significant indicators (Cluster 2. Design applications to other IP offices) contains time series related to the applications filed at other overseas IP offices by Japanese residents and businesses. In this second cluster we differentiated the design applications by Japanese nationals at other ID5 IP offices and applications at other IP offices outside Japan (including the ID5 offices).

The third final cluster (Cluster 3. GDP deflator, PPP and interest rate) includes exogenous variables related to the growth variations of the GDP deflator (price index), the short-term interest rate variations and the changes in purchasing power parity (PPP) of the Japanese yen (JPY) v the USD (purchasing power exchange rate). 
Finally, the fourth group of exogenous variables for JPO DDA contains variables related to the gross capital formation evolution, including the gross fixed capital formation deflator and the gross fixed capital housing volume variations. All the final clusters of significant indicators are shown in figure 3.3.2 below.
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Figure 3.3.2. Factor loadings determine the cluster membership of different preselected indicators for the JPO DDA driver analysis


The four final clusters of significant variables in this second stage reveal that there are groups of interrelated drivers that could be used to predict the Japanese design applications trends. All the 12 preselected variables have statistically significant impacts on the design volumes trends in the ITF forecasting models. The variables that were not selected after this second stage of the filtering process using the ITF technique were not statistically significant (p>0.05). Variables such as the R&D investment as a percentage of GDP, the unemployment rate or the number of researchers per 1 000 employees are some examples of the variables that were not selected by the ITF technique. Table 3.3.3 shows examples of discarded variables in the second selection step. Non-selected variables have non-significant (statistically) impact on the objective data series.

	Non-significant variables
	Estimated impact
	Std. error
	t
	Sig.

	Unemployment rate
	-264.80
	907.39
	-0.29
	0.772

	R&D investment (% of GDP)
	-5 115.56
	4 486.92
	-1.14
	0.262

	Researchers per 1 000 employment
	1 068.99
	1 364.96
	0.78
	0.439


Table 3.3.3. Examples of non-significant discarded variables for JPO DDA

Out of more than 200 possible indicators in the initial economic variables dataset, in the second filtering step we selected only the 12 more significant indicators related to the DDA evolution. The third and last step of the selection process chooses the most relevant significant drivers for the JPO DDA series from the 12 significant preselected indicators.

In the last filtering stage we apply a second time the ITF technique on the 12 significant variables grouped in the four final clusters of preselected indicators of the second step. This third and last selection step leaves only the most relevant predictors or drivers linked to the evolution of design applications. The rest of the preselected variables in the second step are also significant, but secondary drivers for the DDA series evolution, due to their relationships to the finally selected relevant drivers. The variables in the same preselected final clusters can represent different aspects of the same economic facts that are related to the DDA trends.

Table 3.3.4 shows the preselected significant indicators list and the four relevant drivers for the evolution of DDA that were finally selected (in the last selection step). The information contained in the selected list of exogenous variables could be used to explain or anticipate the evolution and trends of JPO designs demand.
	Preselected significant variables
	Estimated impact
	Std. error
	t
	Sig.
	Units
	Final cluster
	Most relevant drivers

	Final domestic expenditure growth
	511.48
	178.96
	2.86
	0.007
	% growth
	1
	

	GDP growth
	294.92
	115.57
	2.55
	0.015
	% growth
	1
	*

	Private final consumption growth
	498.71
	203.28
	2.45
	0.019
	% growth
	1
	

	Gross fixed capital formation growth (Lag 3)
	-175.60
	74.21
	-2.37
	0.024
	% growth
	1
	

	Overseas Design applications by Japanese nationals
	0.37
	0.17
	2.26
	0.031
	Design filings
	2
	*

	Applications to other ID5 offices by Japanese nationals
	0.77
	0.28
	2.75
	0.009
	Design filings
	2
	

	GDP deflator growth (Lag 2)
	-776.67
	371.57
	-2.09
	0.046
	Price index growth
	3
	

	Short-term interest rate
	-837.52
	305.40
	-2.74
	0.010
	% interest rate
	3
	

	Purchasing power parity, national currency per USD
	-308.93
	103.38
	-2.99
	0.005
	Exchange rate
	3
	*

	Gross capital formation (Lag 3)
	-0.61
	0.00
	-2.74
	0.010
	JPY bn
	4
	

	Gross total fixed capital formation, deflator (Lag 1)
	-51 977
	20 709
	-2.51
	0.017
	Price index (2011=1)
	4
	

	Gross fixed capital formation housing volume (Lag 3)
	-0.59
	0.00
	-3.66
	0.001
	JPY bn
	4
	*



Table 3.3.4. Significant JPO DDA exogenous variables preselection and estimated impacts table.

The information on the 12 preselected significant exogenous variables, grouped in four final clusters, and their estimated impact on the DDA evolution contains the ITF forecasting model statistics, including the corresponding p-values, in order to assess their statistical significance (p<0.05). In the rightmost column of table 3.3.4 it is indicated if the indicator was finally selected as a relevant driver. Four relevant indicators were finally selected for JPO DDA, one from each of the four final clusters. All the variables of the table are differenced (they represent yearly variations) and their estimated impacts represent the effect on the differenced DDA series in the corresponding ITF model.

As we can observe in table 3.3.4, some of the significant indicators have a delayed impact on the DDA series; these delayed impacts are indicated in the name of the corresponding variables with the corresponding lag numbers (in years) that the impact is delayed.

As with the rest of the ID5 partner offices, the selected relevant drivers were also validated using the Artificial Intelligence LR technique, obtaining similar results to ITF technique. Table 3.3.5 shows the four final underlying drivers selected as relevant factors for the evolution of JPO DDA.

	Most relevant drivers
	Impact

	GDP growth
	294.92

	Overseas Design applications by Japanese nationals
	0.37

	Purchasing power parity, national currency per USD
	-308.93

	Gross fixed capital formation housing volume (Lag 3)
	-0.59


Table 3.3.5. Final selection of the most relevant JPO DDA drivers


These four relevant drivers were selected among all the other 12 significant indicators in the previous variable filtering steps (Table 3.3.4) based on the selection criteria of the ITF technique.

The first relevant driver for JPO DDA is the GDP growth variation. This driver is related to other economic growth indicators of the final cluster 1 such as the final domestic expenditure growth or private final consumption growth. The impact of GDP growth increase on the JPO DDA volume is close to +300 designs for each percentage point increase in Japanese GDP growth (p=0.015). This impact shows the direct relevance of the economic growth of the country for the designs applications demand.

The higher the economic growth rate variations, measured using GDP growth, the higher the increases in DDA volumes. Moreover, when there are negative GDP growth variations, design demand is negatively affected too. For example a yearly reduction of -4 % (in absolute percentage growth points) in the GDP growth rate would have an impact of an additional relative reduction of close to -1 200 JPO design applications. This GDP reduction would also probably be accompanied by a reduction of other linked indicators of the same cluster of economic growth indicators, such as the private growth rate and the domestic expenditure growth, with a similar negative impact estimation for private consumption growth (500 DDA per 1 % change). As we can observe from these results, the demand for direct designs applications in Japan is closely related to the country’s economic activity variations. GDP evolution and private consumption and expenditure have direct impact on DDA demand, a similar situation to other ID5 partners such as the USPTO or KIPO.

On the other hand, the second selected driver is the overseas design applications by Japanese nationals. This driver would reflect the design demand from Japanese businesses and individuals for design applications in other foreign IP offices in the rest of the world. In our analysis we confirmed that the change in overseas design application volumes by Japanese nationals is effectively related to the variations of JPO DDA. Positive variations in the volume of overseas design applications are also linked to increases of JPO design applications, although the impact is below 1, so the increases in overseas designs have a higher relative growth than the domestic design applications. Concretely, the estimated impact of the overseas design applications volumes on the JPO DDA series is +0.37 DDA (p=0.031) for each +1 overseas design application increase by Japanese nationals. So, a yearly increase of +1 000 foreign design applications by Japanese companies would be related to a +370 increase in Japanese DDA the same year.

This impact would suggest a relatively higher demand growth for foreign design applications compared to the domestic (JPO) design applications, which in the long run could cause a substitution effect of JPO DDA by overseas design filings. The increased globalisation of the last decades could be a factor behind this observed impact. The other significant indicator in the same second final cluster, in Table 3.4.4, is the design applications by Japanese nationals to other ID5 partner IP offices which is also highly related to this relevant driver of overseas design applications, but with an estimated impact of +0.77. The interest of the domestic market for the Japanese companies, compared to other export markets, is one of the keys to promote the domestic DDA demand.

The overseas design applications by Japanese nationals have presented a steady increase during the last two decades. In 2002, overseas applications (4 721) represented a 12.6 % of the domestic applications volume (37 230), and in 2016, they represented 57.6 % as compared to domestic applications by Japanese nationals (16 579 foreign designs v 28 796 domestic designs). The increased overseas designs demand of Japanese companies could be related to their interests in protecting their Intellectual Property Rights (IPR) in their foreign export markets or to a reduced expansion in the Japanese domestic market. This design applications evolution has caused JPO domestic design applications to show an almost flat trend since 2009 (at a level close to 30 000 DDA) whereas the overseas design applications by Japanese nationals show +53 % growth from 2009 to 2016.

This relative stagnation of Japanese DDA volume in recent years is in line with the average evolution of the Japanese economic growth rate during this period. The average yearly GDP growth was +0.60 % in Japan v +2.27 % in the whole world in the period 2009-2016. The positive aspect of the increased foreign IP demand is that Japanese companies will have IP protection for their designs in their export markets, avoiding possible IP lawsuits, such as the Samsung and Apple commented on in the KIPO chapter.


Additionally, the third selected relevant driver for the JPO DDA is the evolution of purchasing power parity (PPP), the exchange rate of national currency (JPY) per USD. PPPs are the currency exchange rates that balance the purchasing power of the two currencies by removing the differences in price levels (inflation) between countries. This indicator is measured in terms of national JPY per USD dollar and is an indicator of the real relative value of the currencies.

Based on the analysis results, the impact of variations in this driver on the JPO DDA volume changes is the following: each decrease of one unit (JPY) in the JPY per USD PPP rate is associated to an increase of +309 DDA. This effect would indicate that there is a significant negative cross-correlation between the variations of PPP exchange rates and DDA demand. The effect of the JPY (Yen) depreciations in PPP would lead to two main effects on the DDA demand. A weaker yen (compared to the USD) can lead to more competitive prices for Japanese export companies that would lead to increasing business activity and IP demand. On the other hand, a weaker yen, relative to the USD, would also make imported manufactured goods in USD relatively more expensive compared to domestic Japanese products in JPY, boosting the domestic demand for Japanese goods in the domestic market.

Based on these results, the PPP JPY per USD reductions (devaluations) would have a positive impact on the Japanese business activities (export and domestic demand) and increase the JPO DDA demand. Figure 3.3.5 below shows the log-differenced evolution (exponential growth rate) of the PPP and DDA series for Japan. In this figure we can observe the relationships between the relative changes in PPP and changes in DDA volumes.
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Figure 3.3.5 Comparative evolution of log-differenced PPP exchange rate JPY-USD and Japanese DDA time series.



Moreover, the other significant related indicators on the third final cluster (Table 3.3.4): Short-term interest rate variations and GDP deflator growth (lag 2) present significant impacts on the evolution of JPO DDA too. They affect the economic activity of Japanese businesses and their IP demand. So the decreases of the short-term interest rates and the GDP deflator growth rate (linked to prices) would also have a positive impact on the JPO DDA demand. For example, a -1 % percentage point reduction in the short-term interest rate is linked to an increased demand of close to +840 DDA the same year.

Finally, the last selected driver for JPO DDA is linked to gross fixed capital formation and the Japanese asset price bubble collapse. The relevant driver gross fixed capital formation housing volume (Lag 3) represents the variations in gross investment in fixed capital housing assets by enterprises, government and households within the domestic economy. The impact of this driver on the DDA series has a delay of 3 years. The results of the analysis suggest that an increase of JPY +59 billions in the gross fixed capital formation housing volume (housing investment) would have an impact of -100 DDA three years later.

The effect of the increase in housing investments on the decreasing DDA volumes could possibly be related to three main factors.

1. The effects of the asset price bubble crisis in Japan were negative for the whole Japanese economy; several sectors were affected as well as the rest of the private sector. The Japanese real estate bubble burst of 1990-1991 affected all the economy, including the activity of business, the financial resources and available income of households. This led to a national economic crisis that lasted several years. The effects of the asset crisis were reflected in the reduced DDA demand that followed the price bubble peak.

2. Housing investment affects final private consumption by reducing disposable income dedicated to consumption (that is dedicated to mortgages or house purchases). This affects negatively the domestic sales of manufacturing companies that, in turn, can demand less design applications.

3. The credit and financial resources used to finance the housing and real estate investments and bubbles (gross fixed capital formation) is not employed in other possibly productive sectors that could improve the Japanese economy. This also has an impact on DDA demand, due to the reduced manufacturing business financing and activity.

In the preselected significant indicators list (Table 3.3.4) we can observe a total of five indicators directly or indirectly related to the relevant driver of the Japanese asset prices bubble crisis, which impacted on the economic activity and DDA demand:


· gross fixed capital formation growth (Lag 3);
· short-term interest rate;
· gross capital formation (Lag 3);
· gross total fixed capital formation, deflator (Lag 1);
· gross fixed capital formation housing volume (Lag 3).

Lastly, in figure 3.3.6 we present a chart with the main selected drivers and the JPO DDA series normalised and without being differenced values, for comparison purposes. The impact of the 1990-1991 and the 2008-2009 crisis periods can be observed in the evolution of the different time series. In this chart the higher growth rates of overseas design applications by Japanese nationals is observable from the earlier 2000s to the present, compared to the almost flat or decreasing trend of domestic DDA. The correlation of the GDP growth drops and the drops in DDA is observed in the graphic.
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Figure 3.3.6 Normalised Z-scores values of the DDA series and top relevant design demand drivers. The time series values are normalised by subtracting the mean and divided by the standard deviation of the corresponding time series.
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In this subchapter we explain the main events that caused significant impacts on the JPO design applications volumes. The main type of event impacts analysed in this section are level shifts or local peaks or drops.

Regarding the information sources for this event analysis, the events that were considered for the analysis were collected from the information provided by the JPO and other possible events from external sources. The event analysis explains impacts observed in the design time series evolution.

For JPO, we considered all the events that were provided by the JPO for this study. The complete list of possible relevant events suggested by the JPO is shown in table 3.3.6. This table contains events grouped in three main categories, by the JPO:

1. matters relating to domestic design system development;
2. matters relating to foreign/international design system development;
3. matters relating to general economy and society.

Apart from the events in table 3.3.6 the study team considered other additional events, such as the dot.com bubble and burst or the Asian financial crisis of 1998.

Additionally, previously unknown event impacts have been taken into account using the automatic event detection capabilities of the ITF analysis technique.

	Events affecting designs
	Event description
	Design series affected
	Event starting date
	Event ending date

	1. Matters relating to domestic design system development

	Legislative change (Unfair Competition Prevention Act)
	Introduction of three-year protection of goods appearances against copying
	
	01/05/94
	

	Legislative change (Design Act)
	Introduction of partial designs and related designs, etc.
	DDF, DDA
	01/01/99
	

	Dissemination of registered design information
	Launch of IPDL (Industrial Property Digital Library) retrieval system
	
	31/03/99
	20/03/15

	E-filing
	Introduction of ISDN based e-filing
	DDF, DDA
	01/01/00
	31/03/10

	Change in examination pendency
	Substantial reduction of JPO examination pendency period
	DDF, DDA
	31/12/01
	

	E-filing
	Introduction of internet based e-filing
	DDF, DDA
	01/10/05
	

	Legislative change (Design Act)
	Expansion of protectable subject matter, permission of later filing of related designs, prolongation of terms of protection (15 years to 20 years)
	DDF, DDA
	01/04/07
	

	Revision of Examination Guidelines
	Revision of handling of designs with images on the display screen
	DDF, DDA
	01/08/11
	

	Revision of fees
	Reduction of registration fee
	DDF, DDA
	01/04/12
	

	Dissemination of registered design information
	Launch of J-PlatPat (Japan Platform for Patent Information) retrieval system
	
	23/03/15
	

	Hague Agreement
	Accession to the Geneva Act of the Hague Agreement
	IDF, IDA
	13/05/15
	

	Revision of Examination Guidelines
	Revision of handling of designs with images on the display screen
	DDF, DDA, IDF, IDA
	01/04/16
	

	Legislative change (Design Act)
	Prolongation of grace period (6 months to 1 year)
	
	09/06/18
	

	2. Matters relating to foreign/international design system development

	European community design system
	Acceptance of Registered Community Designs by the EUIPO
	DDF, DDA
	01/04/03
	

	Hague Agreement
	Geneva Act of the Hague Agreement became effective
	
	23/12/03
	

	Hague Agreement
	Accession by EU
	IDF, IDA
	01/01/08
	

	Hague Agreement
	Accession by Republic of Korea
	IDF, IDA
	01/07/14
	

	Hague Agreement
	Ratification by United States of America
	IDF, IDA
	13/05/15
	

	3. Matters relating to general economy and society

	Economic crisis
	Collapse of Japan’s bubble economy
	DDF, DDA
	01/03/91
	31/10/93

	Economic crisis
	Financial crisis (Lehman Brothers collapse)
	DDF, DDA
	15/09/08
	

	Natural disaster
	Great east Japan earthquake
	DDF, DDA
	11/03/11
	

	Design dispute
	Apple v Samsung dispute over product design
	DDF, DDA, IDF, IDA
	15/04/11
	27/06/18


Table 3.3.6 List of events provided by the JPO


After analysing the possible events related to JPO DDA evolution, the event selection technique detected a total of three relevant events that caused a statistically significant impact on the JPO DDA time series (Table 3.3.6).

	Year
	Event code
	Event type
	Impact level (applications)
	Relative impact (%)
	Impact type

	1991
	JP_DDA1
	Japanese economic crisis. Collapse of Japanese bubble economy
	-5 753
	-13.0 %
	Level shift

	2002
	JP_DDA2
	Dot.com bubble burst
	-2 318
	-5.9 %
	Drop

	2008-2009
	JP_DDA3
	International financial crisis
	-5 894
	-16.0 %
	Level shift


Table 3.3.6 Main detected relevant events for JPO DDA


The first relevant event detected with a significant impact on JPO design applications (JPO_DDA1) is related to the collapse of the Japanese bubble economy. This economic crisis created lasting negative effects on the Japanese economy, also referred as the ‘Lost decade’. This crisis caused a period of economic stagnation after the Japanese asset price bubble burst in 1991. The effects of this economic collapse and the later economic crisis affected business activity levels and the demand for designs.

The 1991 economic crisis caused an additional negative level shift of close to -6 000 applications that same year (p=0.004). The relative negative impact in DDA demand associated to this event was a -13 % reduction in design applications from 1991 onwards. Design applications did not recover their pre-crisis levels and remained almost flat at around 40 000 applications from 1991 to 2005. The effects of the asset price bubble collapse affected the Japanese economy long after the bubble burst. In figure 3.3.7 the effect of the 1991 event on the JPO DDA series can be observed.
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Figure 3.3.7 Relevant events for JPO DDA


Furthermore, the second relevant event related to the JPO DDA evolution happened in 2002 (JPO_DDA2) and is linked to the 2002 dot.com bubble burst. This second crisis period affected other countries too, but in the case of Japan it presented an impact on the DDA volumes. The importance of the IT industry in Japan was such that the collapse of the technological and internet companies bubble and related dot.com investments, also had an impact on the demand for designs of Japanese companies.

The dot.com bubble collapse is an event that caused an additional drop in DDA volumes of -2 300 applications (p=0.020). This drop was limited to 2002 only. The impact of this event was a relative decline in DDA of -6 % in 2002. During that year, the Japanese economy was similarly affected by this event, with a GDP growth of only 0.12 % in 2002, compared to the 1.52 % growth of 2003, when the DDA volumes returned to their previous level.

Lastly, the third relevant event for Japanese DDA volume evolution (JPO_DDA3) was also related to an economic crisis and had a global impact. The 2008-2009 international financial crisis affected the Japanese economy and had an adverse impact on the JPO DDA. This event caused a new negative level shift of close to -6 000 design applications from 2009 onwards (p=0.019). The Japanese economy, which had not totally recovered from the 1990s crisis period, was consequently affected by this new significant financial crisis. Japanese GDP in 2009 dropped by -5.4 %. As in the 1991 collapse, this new event caused an additional -16 % relative reduction in design applications volumes from 2009 to the present, due mainly to the joint effects of the international financial crisis and the relative weakness of the Japanese economy, that has not recovered yet to the present year the GDP growth rates of the 1980s (4.4 % yearly average between 1980 and 1989 v 0.64 % between 2007 and 2017).
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The JPO DDA drivers and events analysis detected various categories of relevant events and economic drivers linked Japanese design application trends. After the driver analysis for the JPO, we found a total of four main economic factors and three relevant events as underlying drivers for the volumes of JPO DDA. We can group the detected drivers and events into four main categories depending on their typology.

1.	Economic activity related driver:
a.	GDP growth variations.

2.	Overseas design applications driver:
a.	overseas design applications by Japanese nationals.

3.	Fixed assets investment driver:
a.	gross fixed capital formation housing volume.

4.	Relative prices and real exchange rate variations driver:
a.	purchasing power parity, national currency per USD.

5.	Economic crisis events:
a.	1991 Japanese asset price bubble collapse;
b.	2002 dot.com bubble burst;
c.	2008-2009 international financial crisis.

During the analysis of the main economic underlying drivers and events for the DDA evolution in Japan, we observed that Japanese design application volumes followed a relatively similar trend to that of Japanese economy growth. The evolution of the JPO DDA is directly affected by GDP growth variations, changes in private consumption growth, final expenditure growth and gross fixed capital formation growth, which are other secondary significant indicators related to the DDA trends.

The three different levels observed in DDA volumes from 1980 to the present correspond to three different periods of economic and business activity in Japan. The first economic period, during the 1980s, had a higher level of design applications (between 50 000 and 60 000 annually) and also had a higher average economic growth rate (4.4 %).

The second economic growth period in Japan is marked by the collapse of the Japanese economy and asset prices bubble in the early 1990s. From 1991 onwards, Japan entered into an economic stagnation period, with an average yearly GDP growth of 1.3 % between 1991 and 2006. The yearly DDA in this period reflects this stagnation, fluctuating around a 40 000 applications. The late 2000s saw a new period of economic decline in Japan, linked to the international financial crisis of 2008-2009 that had a negative impact on the Japanese economy, affecting household, government and business sectors. The average yearly GDP growth rate from 2007 to 2017 was only 0.64 % and the average yearly DDA dropped to 30 000 and has remained at this level from 2009 to the present.

A possible consequence of this economic stagnation has been the increased interest of Japanese businesses and nationals that export goods and services to third countries to apply for designs in foreign IP offices — another of the drivers detected in this analysis. The relative growth rate of overseas design applications is higher compared to variations of the JPO DDA, specially in recent years, due to the increased globalisation of Japanese companies and the importance of IP protection after different international IP lawsuits affecting Asian and American technology companies.

Lastly, the effects of the Japanese asset price bubble and its collapse are reflected in the importance of the housing investment volume variations (gross fixed capital formation related to housing), which can impact with a lag of 3 years the possible volume variations in design applications. The Japanese housing investment volume variation has a negative impact on the DDA evolution, as it could diminish financial resources and potential consumption, key for the business activity and the economic growth of the country. On the other hand, the PPP exchange rate (JPY per USD) reductions and the short-term interest rate cuts had positive impacts for the DDA demand, because of their positive impacts on Japanese businesses.


Relevant events parameters for JPO

	Year
	Event code
	Estimate
	Standard error
	t
	Sig.

	1991
	JP_DDA1
	-5 753.1
	1 756.43
	-3.275
	0.003

	2002
	JP_DDA2
	-2 318.1
	944.03
	-2.455
	0.020

	2008-2009
	JP_DDA3
	-5 893.6
	2 376.91
	-2.480
	0.019




ITF model statistics


	Model name
	
	JP_DDA-ITF model

	Difference
	
	1

	Total events detected
	
	3

	Performance indicators
	R-squared
	0.972

	
	RMSE
	1 331.991

	
	MAPE
	2.505

	
	BIC
	14.804
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This point presents the results driver and event analysis for the EUIPO. The four sections of this chapter cover the EU design time series evolution assessment and its main underlying factors. The point is organised in the following four sections:

1.	introduction;
2.	relevant underlying drivers of the design demand;
3.	events with significant impacts on the design trends;
4.	key findings summary.

The EUIPO direct design time series, also referred to as Registered Community Designs (RCD), present a general growth trend, but with some years of relative decline or stagnation due to different events that we will analyse in this chapter. In the EUIPO, a DDA can contain one or various DDF, which is the number of concrete designs contained in each design application. The analysis showed that the growth patterns and trends of both EUIPO DDA and DDF are very interrelated, with a time series cross-correlation coefficient of +0.99 at lag 0.

Figure 3.4.1 shows the evolution of the EU DDA and DDF series. The EUIPO DDA and DDF series started in 2003, the year of the RCD introduction, with a volume of over 10 000 DDA and 40 000 DDF, reaching a volume of more than 26 000 DDA and 95 000 DDF, respectively, in 2018. The growth rate of the DDA and DDF series was higher during the initial years of the series, from 2003 to 2007. The 2008-2009 financial crisis period affected the growth of both the DDA and DDF series, and in particular the DDF volumes.

Between 2010 and 2014 both the DDA and DDF series present a new growth period, but less pronounced than in the 2003-2007 period. In 2015 both series present a new point of relative decline or stagnation probably associated to events that will be investigated and explained in the event analysis subchapter (3.4.3).
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Figure 3.4.1. This chart shows the growth patterns of the EUIPO’s DDA and DDF series


Figure 3.4.2 below shows the log-difference DDA and DDF series (first differences of the natural logarithms of the volumes) in order to better visualise their similar growth patterns and evolution. The two main declining or stagnation periods of 2008-2009 and 2015 seem to affect the growth of both the DDA and DDF series.

Given the close similarities in evolution and patterns between the EU DDA and DDF series, which can be clearly appreciated in figure 3.4.2, during the next drivers assessment chapter we will focus the analysis on the EU DDF series only. The evaluation of the main drivers will offer more information on the exogenous variables and events linked to the evolution of the EUIPO design series.
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Figure 3.4.2. The log-differenced DDA and DDF series highlight the close similarity of the EUIPO’s DDA and DDF evolution and trends. The log-difference is an approximation to the growth rate (exponential growth rate)
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This subchapter analyses the key underlying drivers and impacts on the EUIPO designs volume trends. The findings of this analysis are connected to the identification and selection of the main factors behind EUIPO DDF demand evolution. Using the methodological approach proposed for this study, we can classify, evaluate and select the main exogenous drivers linked to the evolution of EU design filings.

In this analysis of the main drivers we used a dataset containing more than 160 indicators for the EU economy. These variables are organised in an initial dataset of potential relevant underlying drivers for the analysis. These indicators were collected from various international organisations such as Eurostat or the OECD. The indicators used belong to the following categories:

· external sectors, trade and payments;
· government accounts;
· expenditure and GDP;
· economic growth indicators;
· supply block;
· household sector accounts;
· prices and deflators;
· labour markets;
· monetary data;
· demographic variables;
· R&D related indicators (R&D investment and researchers).

In the first step of the analysis for the EUIPO design drivers we group all the exogenous variables potentially associated to the DDF series evolution taking into account their information. This initial economic indicators classification from the collected database of potential exogenous variables is aimed at building related groups with all the differenced economic variables. The cross-correlation function coefficients of the variables are also taken into account during the analysis.
This first classification process detected a total of 9 main groups of related economic variables, out of the more than 160 EU economic indicators processed. The first eight variable groups explain 83 % of the total observed variability of the economic indicator dataset for the EU. Similarly to the analysis done for the other ID5 partners, where we used economic indicators related to each analysed ID5 country, in this case we use aggregated EU economic indicators that could be related to the EU design demand.

Table 3.4.1 presents the relevant parameters of the initial variable groups, such as the number of elements, the explained variability percentage or the summarised description of the various groups. The created initial groups are useful to understand the initial relationships among the indicators in order to prepare the following selection and analysis steps. A combination of these initial groupings and the thematic groupings is used in the following selection steps to test which variables are the most significant indicators linked to the EU DDF evolution.

	Group
	Variable initial group (differenced variables)
	Number of variables included
	% of variance explained
	Representative examples of variables in each initial group

	
	
	
	
	

	1
	Unemployment, interest rate, nominal volumes and consumption
	54
	28.74
	Unemployment and consumption: unemployment, wages, household receipts, nominal private consumption, GDP per capita, nominal volumes of economic output, interest rate

	2
	Economic output (real volumes)
	22
	14.69
	Economic deflated volumes: exports of goods and services, GDP volume, gross fixed capital formation. Total domestic expenditure, value added, etc.

	3
	Price variations
	23
	13.69
	Deflators and price indices for GDP, consumption, capital formation, etc.

	4
	Government consumption
	12
	8.67
	Government consumption, expenditures and employment

	5
	Economic growth
	10
	4.92
	Economic growth indicators: PVC, GDP, trade

	6
	Trade prices
	10
	4.59
	Trade price and deflators, trade share, differences and trade competitiveness

	7
	General government disbursements
	9
	4.36
	Disbursements of general government, inflation, capital transfers, payments

	8
	Public debt
	4
	3.32
	Gross public debt volume and as a % of GDP

	
	Total for the 8 first clusters
	144
	82.99
	

	9
	Other variables
	17
	20.33
	Other exogenous variables such as R&D investment, net exports, current account balance, exchange rates, Researchers per 1 000 employees, social security contributions, etc.


Table 3.4.1 Main initial variable groups detected among the variables dataset

The first variable classification process detected various groups of interrelated indicators based on the variability contained in the dataset of indicators. The first initial exogenous variable group, which is related to indicators such as unemployment, consumption, income and interest rate, would explain 29 % of the total dataset variation. This first group contains more than 50 variables. All the variables have been differenced prior to the grouping process. On the other hand, other detected variable groups contain indicators related to economic output real volumes, price variations (economic deflators), government consumption, economic growth, trade prices or public debt, among others. Using this approach it is possible to observe that there are different groups of indicators that contain similar information related to the variability of the whole dataset of economic indicators. These groups and the thematic groups, taking into account the cross-correlation lagged structures of the variables, are used as a guide of comparable indicators for the second selection step, in which we select only the indicators statistically related to EU design volumes.

Continuing with the analysis process, in the second step of the EUIPO designs driver selection we implement the ITF technique to assess the predictive power of each indicator of the various initial groups created from the exogenous variables dataset, considering also their thematic classifications (i.e. trade, economic, growth, labour market, etc.). The preselection of statistically significant indicators related to EU design volume trends, using the ITF technique identified a total of 12 significant indicators based on their predictive power or association to the observed EU design volume variations and trends.

Table 3.4.2 displays the main four significant variable clusters discovered during the second step of the indicator selection process. In total, there are four main indicator clusters of related significant economic indicators. Regarding the clustering results, the detected indicator groups represent similarities among groups of significant exogenous variables selected using the ITF methods. All the variables contained in each cluster are statistically significant drivers for the EUIPO design series. The technique allowed the identification of possible substitute or equivalent predictors, which are highly linked to patterns and trends observed in the EU designs series.

Table 3.4.2 presents the grouping for the 12 significant preselected variables for the EUIPO DDF evolution (all the variables are differenced). These four significant indicator clusters explain 93 % of the total variability contained in the 12 preselected indicators.

	

	Final driver clusters

	Preselected significant variables
	Cluster 1. Economic output volumes
	Cluster 2. Government disbursements and employment growth
	Cluster 3. Public debt
	Cluster 4. Unemployment and interest rate

	Exports of goods and services. Volume
	0.990
	
	
	

	Imports of goods and services. Volume
	0.989
	
	
	

	Exports of goods and services. GDP %
	0.968
	
	
	

	Gross fixed capital formation. Volume
	0.957
	
	
	

	GDP. Volume
	0.957
	
	
	

	Taxes less subsidies on products. Volume
	0.950
	
	
	

	Final consumption expenditure of households. Volume
	0.833
	
	
	

	Total employment, growth
	
	0.883
	
	

	Total disbursements of general government. GDP %
	
	-0.872
	
	

	Gross public debt. GDP %
	
	
	0.901
	

	Unemployment rate
	
	
	
	0.948

	Short-term interest rate
	
	
	
	-0.615


Table 3.4.2. Four final driver clusters were created using the information of the 12 significant economic indicators. The values in the table represent the factor loadings for each indicator. Higher factor loadings define the membership of each indicator to a certain indicator cluster.


The first cluster of preselected exogenous variables (economic output volumes), is integrated by seven indicators, all of them related to EU economic output. The related significant economic activity indicators of the first group present high time series cross-correlations between them.

Additionally, the second cluster of preselected significant indicators (Cluster 2) is related to government disbursements and employment growth. Both Cluster 2 indicators are inversely cross-correlated to each other, as negative employment growth is normally associated with increased unemployment and social benefits disbursements.

The third cluster is comprised by only one indicator, representing the variation of gross public debt as a percentage of GDP (debt-to-GDP ratio). And the fourth and last cluster is comprised by the unemployment rate and the short-term interest rate variations. Figure 3.4.3 shows the respective elements of each group.
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Figure 3.4.3. Factor loadings determine the cluster membership of different preselected indicators for the EUIPO design drivers’ analysis.

The method employed to determine which indicators are statistically significant as possible drivers for the EUIPO designs is the evaluation of their estimated impact significance in the ITF model. The variables that were not selected in this second stage of the filtering process using the ITF technique were not statistically significant (p>0.05) in the ITF models. Variables such as the R&D investment as a percentage of GDP, the working age population or the number of researchers per 1 000 employees are non-significant variables, as they show no relevant impact on the design volume variations. Table 3.4.3 contains three examples of non-selected variables, without significant impacts on the objective data series.

	Non-significant variables
	Estimated impact
	Std. error
	T
	Sig.

	Working age population, age 15-74
	0.0026
	0.003
	0.98
	0.348

	R&D investment (% of GDP)
	-76 742.91
	37 542.36
	-2.04
	0.064

	Researchers per 1 000 employment
	-14 044.94
	10 597.58
	-1.33
	0.215


Table 3.4.3. Examples of non-significant discarded variables for EUIPO DDF.

On the other hand, the third and last selection step applies the ITF selection method again for the 12 significant variables grouped in the four final clusters of preselected indicators of the second step. This will determine which of the significant indicators could be the most relevant drivers in EU design trends.

Furthermore, the rest of the preselected variables in the second step could be considered secondary or substitute drivers for the DDF series evolution, given that their evolution is very similar to the evolution of the four most selected drivers. All the significant indicators and drivers were additionally tested and validated using various econometric techniques.

The complete list of the significant preselected indicators and the relevant four selected drivers selected in the final filtering step is shown in table 3.4.4. The estimated ITF impacts shown in this table illustrate the changes in the EU design filings associated to variations in the exogenous variables, all the variables in the analysis are differenced. The standard error and the t statistic (that is the estimated model parameter divided by the std. error) would determine the significance level of the indicator (Sig.). If the p-value (Sig.) is less than 0.05 we can say at the 95 % confidence level that the exogenous variable has a statistically significant impact on the analysed design time series.

	Preselected significant variables
	Estimated impact
	Std. error
	t
	Sig.
	Units
	Final cluster
	Most relevant drivers

	Exports of goods and services
	9.38
	0.00
	2.62
	0.024
	Euro bn
	1
	

	Imports of goods and services
	9.21
	0.00
	2.45
	0.032
	Euro bn
	1
	

	Exports of goods and services
	1 284.62
	539.54
	2.38
	0.036
	GDP %
	1
	

	Gross fixed capital formation
	20.37
	0.01
	3.03
	0.011
	Euro bn
	1
	

	GDP volume
	10.34
	0.00
	2.99
	0.012
	Euro bn
	1
	*

	Taxes less subsidies on products
	83.10
	0.03
	2.60
	0.025
	Euro bn
	1
	

	Final consumption of households
	24.13
	0.01
	2.24
	0.047
	Euro bn
	1
	

	Total employment growth
	1 920.88
	861.25
	2.23
	0.047
	Growth %
	2
	

	Total disbursements of gen. government
	-1 830.49
	664.84
	-2.75
	0.019
	GDP %
	2
	*

	Gross public debt
	-605.42
	259.61
	-2.33
	0.040
	GDP %
	3
	*

	Unemployment rate
	-3 008.15
	1 286.70
	-2.34
	0.041
	%
	4
	*

	Short-term interest rate
	2 395.34
	888.41
	2.70
	0.019
	% 
	4
	


Table 3.4.4. Significant EUIPO DDF exogenous variables preselection and estimated impacts table


The four selected relevant drivers, selected among the other 12 significant indicators in the previous variable filtering, were also tested with the Artificial Intelligence LR technique and additional econometric methods, showing similar results to the ITF technique. Table 3.4.5 contains the four main underlying drivers related to the evolution of EU DDF.

	Most relevant drivers
	Impact

	GDP volume
	10.34

	Total disbursements of general government (% GDP)
	-1 830.49

	Gross public debt (% GDP)
	-605.42

	Unemployment rate
	-3 008.15


Table 3.4.5. Final selection of the most relevant EUIPO DDF drivers


The first selected relevant driver for EUIPO DDF is the real GDP volume change. This economic output indicator is closely related to the business activity level. It is also related to the final consumption expenditure, trade volumes (import and export) or the gross fixed capital formation. The general impact of the GDP volume increase on the EUIPO DDF demand is an increase of over +10 design filings per each billion of euros increment of the EU real GDP volume (p=0.012). For example, a EUR +100 billion surge in the yearly GDP volume would lead to an increase of over +1 000 EU DDF. This positive impact shows the key importance of economic output gains of the total EU economy in the configuration of EU design filings demand. The 2018 real EU GDP volume in chain linked volumes (base year 2010) is close to EUR 14 500 billion.

As we saw in the analysis of other ID5 partners (JPO, KIPO, USPTO) EU designs demand is influenced by economic activity variations as well. The GDP volume trends are closely linked to other significant indicators preselected in the first cluster, in the second selection step. The cross-correlation coefficients for the Lag 0 are positive and close to 1, between the GDP volumes variations and the rest of the economic output indicators. The following variables are related to the GDP evolution:

· exports of goods and services volume;
· imports of goods and services volume;
· exports of goods and services as % of GDP;
· gross fixed capital formation;
· taxes less subsidies on products;
· final consumption expenditure of households.


The variations of imports and exports of goods and services are also linked to the GDP trend, as well as variables such as the gross fixed capital formation volume variations, the taxes volumes or the final consumption expenditure of households. All the variables of this cluster show positive and relevant impacts on the EU DDF trend, particularly the GDP volume changes. This would reflect the key relevance of economic growth for IP demand in the EU. The stronger the economic activity and consumption, the higher the EU design demand, and vice versa.

The second selected relevant factor linked to the DDF trend is the total disbursements of general government (as a percentage of GDP). This indicator indicates the proportion of the GDP represented by government payments to citizens, households, businesses and other sectors. This concept includes the disbursements of unemployment and social benefits that are normally increased during economic crisis periods as measures to mitigate the negative effects of the economic decline on the most vulnerable sectors. A higher GDP proportion of general government disbursements could also be associated to a GDP reduction.

The estimated additional average impact of the general government disbursements increments (as a percentage of GDP) on the EUIPO DDF volumes series is estimated in a reduction of over -1 800 DDF (p=0.019) for each +1 % increase in the government disbursements as a percentage of the GDP. This indicator had a declining trend from 2003, due to the period of economic expansion. This situation changed with the 2008-2009 EU financial crisis. Between 2008 and 2009 the indicator increased from 46.7 % to 50.8 %. The disbursements indicator includes payments made by the general government sector, representing a consolidation of accounts for the central, state and local government plus social security (for the EU).

After the 2008-2009 financial crisis in Europe, the EU governments decided to increase disbursements to various economic sectors (i.e. the unemployed and vulnerable households), due to increased unemployment or the consequences of the economic crisis which increased the disbursements-to-GDP ratio increasing government deficits. As well as the relative GDP reduction of the 2008-2009 crisis, an increased GDP proportion of the government payments would be linked to a decreased economic output (as a GDP percentage) from EU businesses too, leading to a reduced design filings demand during the crisis periods. The analysed period for EU DDF is relatively short (from 2013 to 2018) and is marked by the EU economic crisis and its effects.

Another relevant predictor for the evolution of EUIPO designs volumes is the change in the gross public debt as a percentage of the GDP. This third indicator is related to the Maastricht criteria for the EU members that are part of the Eurozone. Concretely, it is one of the five convergence criteria decided in 1991 by EU member countries as part of the preparations for the introduction of the euro. The sustainable public finances criterion used the government debt as percentage of GDP to assess the health and sustainability of public finances of the EU, through limits on government borrowing. The reference value limit for this indicator in the Maastricht convergence criteria was government debt below the limit of 60 % of the GDP in order to join the euro area. From 2008 to 2009, the value of this indicator increased from 61 % to 73.5 %, due to the effects of the EU economic crisis, GDP contraction and the measures adopted by EU governments (and the European Central Bank) to stabilise the economy by increasing debt. The euro area experienced also a similar increase in debt from 2008 to 2009 (69 % to 79 %). This analysis uses the euro area debt-to-GDP ratio for the impacts analysis.

The results of this driver’s analysis indicate that the estimated impact of the increase in gross debt as a percentage of the GDP on the EUIPO design filings is the following: each +1% increase of the debt-to-GDP ratio is related to a reduction of -600 EU DDF, on average. So the additive impact of a +10% increase in this debt indicator could be linked to a close to -6 000 DDF drop the same year. The selection of this indicator, which is related to the financial crisis in Europe is conditioned by the significant impact of the recession in the analysed period, given the relatively recent introduction of the RCD in 2003.

The increase of the debt-to-GDP ratio was a measure to compensate the effects of the European financial crisis and is a measure that reflects the business activity reduction in proportion to the GDP volume as well. The increase in debt in the EU can also be associated to the interest rate decreases, which is another of the significant indicators in the fourth cluster. A possible side effect of this indicator is the impact of the high debt levels on government deficits, as the debt-to-GDP ratio is normally related to the ability of EU economies to pay back their debts. A high debt ratio can affect private sector activity. Specially, when measures to limit debt growth are implemented or when the credit rating of a country is negatively affected. World Bank research found that if the debt-to-GDP ratio exceeds 77 % for an extended period, it slows economic growth ([footnoteRef:5]). [5: () Finding The Tipping Point — When Sovereign Debt Turns Bad. World Bank Policy Research Working Papers. Grennes et al. (2010).] 


Finally, as in the cases of the USPTO and KIPO, the unemployment rate variation is a key driver of EUIPO design volumes in the EU too. This is the fourth and last selected relevant indicator and reflects the activity level variations of European companies and disposable income of households. The impact of unemployment rate variations on DDF demand in the EU is a reduction of -3 000 DDF for each +1% increase in the EU unemployment rate.

Figure 3.4.4 shows the log-difference evolution of the unemployment rate and EU DDF volumes. As it is clearly appreciated in the chart, increases in unemployment are linked to drops in EU designs volumes. The private sector activity variations are reflected by the unemployment rate changes. The 2008-2009 crisis caused a significant increase in the unemployment rate, from 7% in 2008 to 9 % in 2009, which would explain the DDF demand reduction related to the EU crisis period.
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Figure 3.4.4 Comparative evolution of log-differenced EU unemployment rate and EU DDF.


Figure 3.4.5 shows the comparative normalised trends of the DDF series and the four selected drivers. In this figure we can observe the marked impact of the 2009 international financial crisis on all the variables, the increase of government disbursements (percentage of GDP), the debt-to-GDP ratio and the unemployment level on one side, and the drop in EU DDF volume and real GDP. After the crisis, the EU DDF did not recover it previous level until 2011, and the growth rate was slower in the following years.
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Figure 3.4.5 Normalised Z-scores values of the DDF series and top relevant design demand drivers. The time series values are normalised by subtracting the mean and dividing by the standard deviation of the corresponding time series.
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This point summarises the main significant events for the EUIPO design applications and filings volumes. The event information in analysis was gathered from EUIPO information sources and from other sources. This evaluation explains the associated impacts observed in the design time series evolution. The event impacts can be of two main types: level shifts or peaks/drops.

Some examples of events linked to EUIPO DDA and DDF, which were analysed, are the following ones.

· The introduction of e-filing on 01/07/2003. Online design application filing was made possible 6 months after the initial design filings were received.
· The EU financial crisis of 2008-2009.
· The EUIPO legal change in March 2016.
· The DesignEuropa Awards in Milan, Italy on 30/11/2016.
· Accession to the Hague Agreement by the EUIPO in 2008. Creating the opportunity to file an international application designating the whole EU territory.
· Accession to the Hague Agreement by the other ID5 partners (USPTO, JPO, KIPO).
· The incentive programmes of some EU Member States fostering IP applications among companies in their respective countries, including designs applications. For example, the Italian programmes DISEGNI+ that were created to support and fund Italian SMEs applying for designs, including EUIPO designs (RCD).
· The event that caused the rapid increase of design applications to the EUIPO originating from China in the recent years, due to the Chinese Government IP promotion policies.


Event modelling and analysis techniques were also used to analyse possible significant impacts corresponding to new or previously unknown events.

The event and impact analysis related to EUIPO DDA and DDF volume variations, selected a total of two relevant events that caused a statistically significant impacts on the EUIPO DDA and DDF series, respectively (Table 3.4.6).

	Year
	Event code
	Event type
	Impact level
	Relative impact (%)
	Impact type

	2009
	EU_DDF1
	EU economic crisis
	-9 290
	-12.1 %
	Level shift

	2015
	EU_DDA1
	End of Italian design application promotion programme for SMEs (DISEGNO+2) and Hague Agreement accession by US and JP
	-1 502
	-6.3 %
	Drop


Table 3.4.6 Main detected relevant events for EUIPO DDF and DDA

The first relevant event in the EUIPO DDF evolution is linked to the 2009 European financial crisis (EU_DDF1). The relative effect of this crisis caused a negative level shift of -12 % in the EUIPO DDF series from 2009 onwards. This event is also validated by the ITF and the AI LR event analysis technique. The estimated impact caused by the global crisis is a negative level shift of nearly over -9 000 DDF from 2009 onwards (p=0.031).

The negative level shift caused by this event on the DDF series, with a reduction of -12 % in DDF volumes from 2009 reflects the high impact that the 2009 financial crisis had on business activity, the EU economy and DDF demand. The rest of the possible events were tested and none resulted statistically significant for this series. Figure 3.4.7 shows the relevant events detected for EUIPO DDF and DDA.
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Figure 3.4.7 Relevant events for EUIPO DDA and DDF


On the other hand, the second relevant event detected during the analysis caused a statistically significant impact on EU design application volumes in 2015 (EU_DDA1). This event combines two underlying factors.

The first factor is the effect of the Italian design application incentive programmes for Italian SMEs. These IP incentive programmes were implemented by the Italian government to foster, support and fund design applications among SME companies from Italy, including the application for RCDs (DDA) at the EUIPO. These Italian incentive programmes, started with the Italian programmes DISEGNI+ which was proposed in 2011 and offered economic incentives to Italian SMEs applying for RCDs.

The incentive programmes for small Italian design applicants increased the volume of applications by Italian companies to the EUIPO, doubling the Italian DDA volumes from 2003 to 2014 (from 1 000 to 2 100 DDA). The programme DISEGNI+2 eventually replaced the initial DISEGNI+ programme. These programmes for Italian SMEs had budgets of up to EUR 20 million, and created interesting incentives for Italian design applicants (SMEs). There were three different DISEGNI+ programmes.

1. DISEGNI+. Proposed on 03/08/2011 and revised in 2014.
2. DISEGNI+2. From 08/08/2014 to 13/01/2015. The programme ended because of the high number of design applications presented for funding. This could explain the peak in 2014 and the drop in 2015 (-300 EU DDA from Italy), a year in which, for the most part, there were no active DISEGNI+ incentive programmes.
3. DISEGNI+3 Started on 03/12/2015 to replace the former programme and ended on 05/04/2016. This programme could be behind the new applications peak of 2016 (a +36 % DDA peak).

Figure 3.4.8 shows the EU design application volume evolution by the top applicant countries. In this chart shows the applications drop of 2015 in offices such as Italy (due to the temporary pause in the incentive programme), in Germany, France and Japan. Whereas other countries present flat trends (US and UK) or no table increases, such as China. Chinese EU design applications partially compensate the 2015 DDA drop with an increase of +365 applications.
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Figure 3.4.8 EUIPO DDA by top applicant countries


In total, the top DDA applicant countries, except China, accumulated a DDA drop of over -1 000 DDA. This would lead us to the consideration of a second possible factor behind the 2015 observed drop in DDA. The ratification by the United States of America of the Hague Agreement and the Accession to the Geneva Act of the Hague Agreement by Japan (13/05/2015) could have diverted a certain volume of EU DDA from domestic applicants to the international design applications (IRD). In fact, in 2015 there is an increase of +1 000 IRD presented to the EUIPO, contrasting with the DDA drop observed the same year.

The additional impact of the EU DDA event associated to these two factors is a drop of -1 500 DDA in 2015, that represented a relative decline of -6.6 % in applications during that year. An interesting fact in this analysis is the high growth rate of the Chinese DDA to the EUIPO, which increased from 1 000 to 4 000 DDA between 2014 and 2017, converting China into the top applicant for EU DDA in 2017. The growth of Chinese applicants for EU DDA partially compensates the relative flat or declining trend of the rest of the top applicant origin countries, probably related, in part, to the entry into force of the Hague Agreement in other relevant IP offices, as the increase in IDR volumes suggests.
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The analysis of EUIPO design trends selected various relevant events and economic drivers that showed significant impacts on EU design filings and application demand. The analysis results can be summarised in four main economic factors and two relevant events for EUIPO design volume trends. Following the approach used in the other ID5 partners, the identified drivers and events can be grouped in these categories.

1.	Economic activity related driver:
a.	real GDP volume changes.

2.	Labour market related driver:
a.	average EU unemployment rate variations.

3.	Government economic policy related drivers:
a.	total disbursements of general government as a percentage of GDP;
b.	debt-to-GDP ratio variations.

4.	Economic crisis event that impacted:
a.	2008-2009 international financial crisis.

5.	Other relevant event that affected application volumes in 2015:
a.	the ratification by the United States of America of the Hague Agreement in 2015, that offered applicants a new alternative for international designs;
b.	temporary halt in 2015 of the Italian design applications incentive programmes for SMEs, that led to an accumulation of design EU applications from Italian applicants during 2014 and 2016, but not in 2015.


The results obtained in the EUIPO design drivers and events analysis highlight the great importance of the 2008-2009 economic crisis in Europe that caused a -12 % negative impact on DDF volumes in 2009 that has lasted to the present. The financial crisis suddenly stopped the initial growth trend observed in EU DDF in the early years (from 2003 to 2007 EU DDF doubled in volume). The crisis caused an increase in unemployment rates, a drop in real GDP volumes (due to reduced economic activity), and the intervention of EU governments and authorities by increasing the debt-to-GDP ratio, to compensate for the decrease in projected fiscal income and to stop the financial crisis spreading to the banking system. Additionally, the recession caused the surge of government disbursements as a percentage of GDP, trying to support the most affected economic sectors, using instruments such as unemployment subsidies or social benefits.

All these indicators, that varied during the crisis, are reflected in activity in the business sector, affecting IP demand, including designs. Basically, design demand evolves as part of the economic production system (for IP protection) and is equally affected by the exogenous variables that measure economic activity or production levels.

Other related indicators, which also show statistically significant relationships with design volumes, are the short-term interest rates that were lowered to a level close to 0 % during the crisis years in an attempt to boost economic activity of EU companies and increase consumption. The exports and imports volumes are likewise linked to designs demand, as well as the final consumption expenditure of households and product tax volumes.

Lastly, the EUIPO designs evolution showed the importance of possible external factors that could impact on EU designs demand, such as:

· the IP incentives programmes of some countries (Italy);
· the entry into force of the Hague Agreement in relevant offices (US and Japan);
· the high increase of EU design applications demand by certain countries, such as the EU applications made by Chinese nationals and businesses in recent years.











Relevant events parameters for EUIPO

	Year
	Event code
	Estimate
	Standard error
	t
	Sig.

	2008
	EU_DDF1
	-9 290.2
	3 648.87
	-2.546
	0.031

	2015
	EU_DDA1
	-1 502.0
	557.29
	-2.695
	0.019




ITF model statistics

	Model name
	
	EU_DDF-ITF model
	EU_DDA-ITF model

	Difference
	
	1
	1

	Total events detected
	
	1
	1

	Performance indicators
	R-squared
	0.90
	0.94

	
	RMSE
	3 479.64
	788.13

	
	MAPE
	2.81
	2.83

	
	BIC
	16.93
	13.72
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In this section we review the main findings of the drivers and events analysis for the China National Intellectual Property Administration (CNIPA). Similarly to the other ID5 partner analysis chapters, this point is divided in four different sections:

1.	introduction;
2.	relevant underlying drivers of design demand;
3.	events with significant impacts on the design trends;
4.	key findings summary.


The CNIPA DDA time series is one of the evaluated time series with the highest growth rates among ID5 partners and other international IP offices. The Chinese DDA volume is currently the biggest in the world, with a number of DDA close to 630 000 in 2017. This volume represents the 68 % of all the direct design applications presented in the world in 2017. That is, seven out of 10 new design applications in the world are presented in China.

Figure 3.5.1 displays the high growth rate of Chinese DDA volumes in recent decades, particularly from 1985 to 2013. The CNIPA DDA series started in 1985 with a volume of only 640 DDA. In 2013, the DDA volume reached a level more than 1 000 times higher than the initial figures, reaching a peak of 660 000 applications. The maximum peaks of the DDA series were reached in 2012-2013 and 2016, with application volumes over 650 000 DDA.

The exponential growth trend observed from the initial years of the DDA series suddenly stopped in 2013, with no growth that year. Then in 2014 the DDA series volume dropped of the first time after the trend change of 2013. In 2016 and 2017 DDA volumes partially recovered with a DDA level around 650 000 in 2016 followed by a slight drop to 630 000 applications in 2017.
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Figure 3.5.1. This chart shows the evolution of the CNIPA DDA series
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In this section we assess the possible underlying drivers and impacts for the CNIPA designs volume evolution. The analysis results allowed the selection of the main factors affecting the CNIPA DDA evolution. In the three different grouping and selection stages of the driver analysis process we will discover the exogenous variables that cause a significant impact on the DDA series.

To achieve a relevant selection of DDA drivers, we have used an initial dataset containing close to 100 indicators for the Chinese economy. These variables were organised in different thematic groups based on the economic aspects that they represent. The indicator categories are the following:

· external sectors, trade and payments;
· government accounts;
· expenditure and GDP;
· economic growth indicators;
· supply block;
· household sector accounts;
· prices and deflators;
· labour markets;
· monetary data;
· demographic variables;
· Industry output and weight;
· R&D related indicators (R&D investment and researchers).


The first step in the analysis of the CNIPA design drivers is the creation of various initially related groups of potential relevant economic variables. This initial classification of exogenous variables collected for the database of potential drivers creates groups of similar differenced economic variables.

In this first grouping, we created six variable groups from the close to 100 economic indicators for China. These six groups explain close to 100 % of the total observed variability of the economic indicators dataset for China. Similarly to the analysis done for the other ID5 partners, where we used economic indicators related to each analysed ID5 country, the objective of the selection process is to determine which Chinese economic indicators could be linked to Chinese design demand.

Table 3.5.1 presents the initially configured groups of variables, with the number of elements, the explained variability percentage of each group and the group information. At this stage the grouped variables could be related or may not be related to the evolution of Chinese DDA. The usefulness of this preliminary step is to better understand some initial variable classes, reducing the complexity of the whole dataset and identifying possible exogenous variable categories. These initial groupings are taken into account, as well as the thematic variable groupings to compare variables inside each group in the next selection steps, in order to select the most significant indicators linked to Chinese DDA evolution.

	Group
	Variable initial group (differenced variables)
	Number of variables included
	% of variance explained
	Representative examples of variables in each initial group

	
	
	
	
	

	1
	Exports, imports and price variations
	44
	37.15
	Exports, imports, price variations, government lending, R&D, researchers, etc.

	2
	Economic growth
	17
	18.27
	Economic growth, GDP growth, private consumption growth and unemployment rate indicators

	3
	Export performance
	14
	15.94
	Export performance and competitiveness, exchange rate variations

	4
	Trade growth
	10
	12.58
	Trade growth and foreign direct investment

	5
	Capital growth
	4
	7.80
	Capital stock growth and potential output, productive capital variations

	6
	Others
	4
	8.27
	Other: population, balance of primary income in USD (balance of payments basis)


Table 3.5.1 Main initial variable groups detected among the variables dataset


The first initial exogenous variable group (44 variables), which is related to indicators such as exports, imports and price variations, accounts for a 37 % of the total dataset variability. The second group of 17 variables mainly contains economic growth indicators, including GDP growth, GDP per capita, private consumption and the unemployment rate. All the variables in each of the groups are processed to assess their possible impact on the DDA series. Trade growth and export performance indicator groups, normally associated to the Chinese globalisation process, were also detected in this analysis stage.

The ITF technique is used in the second selection step to assess the predictive power of each economic indicator in the exogenous variables dataset. This testing and selection process resulted in the detection of a total of 11 exogenous variables that showed statistically significant impacts on the evolution of Chinese DDA demand.

Table 3.5.2 presents the five significant variable clusters created during this analysis phase, after determining which indicators are significant predictors of the DDA volumes. In total, there are five main significant indicator clusters. Significant indicators that were grouped in the same cluster showed relationships given in their common variability patterns and cross-correlation structure. The variables preselected in this process are statistically significant drivers for the CNIPA design series. These five significant indicator clusters explain 86 % of the total variability contained in the 11 preselected indicators. As with the rest of the classification steps, the significant indicators and the dependent variable are differenced exogenous variables to ensure their stationarity.

	Preselected significant variables
	Cluster 1. Trade and exports
	Cluster 2. Employment
	Cluster 3. GDP (PPP) and industry weight
	Cluster 4. Industry output and import price
	Cluster 5. High Tech exports

	Goods and services trade
	0.938
	
	
	
	

	Exports of goods and services volume
	0.909
	
	
	
	

	Export market volume
	0.900
	
	
	
	

	Export performance volume
	0.801
	
	
	
	

	Employment level
	
	0.986
	
	
	

	Unemployment rate
	
	-0.984
	
	
	

	Industry weight (% GDP)
	
	
	0.889
	
	

	GDP (PPP)
	
	
	0.828
	
	

	Industry value added
	
	
	
	0.781
	

	Price of commodity imports
	
	
	
	0.732
	

	High tech exports (%)
	
	
	
	
	0.907


Table 3.5.2. Four final driver clusters were created using the information of the 12 significant economic indicators. The values in the table represent the factor loadings for each indicator. Higher factor loadings define the membership of each indicator to a certain indicator cluster.


The first group of preselected significant predictors contains four indicators closely related to the trade and export volumes of China, this cluster is formed by the following significant indicators:

· goods and services trade volume changes;
· exports of goods and services volume variation;
· export market volume (for China);
· export performance.


The second cluster of preselected significant indicators is related to employment, including the employment level and the unemployment rate. Whereas, the third cluster is comprised by the GDP volume at constant purchasing power parity (PPP) and the weight represented by the industry sector output (value added) on the total economy (percentage GDP). On the other hand, the fourth group contains two indicators: the value added generated by the industrial sector and the price of commodity imports. The last cluster contains the indicator measuring the high technology exports as a percentage of the total exports.

Figure 3.5.2 displays the respective indicators contained by each detected cluster.
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Figure 3.5.2. Configuration of the different preselected indicator clusters for the CNIPA design driver analysis.


Lastly, the third and final driver selection phase analyses which of the preselected exogenous variables are the best predictors for Chinese DDA evolution. The results of this last analysis determine which of the significant indicators could be considered as the most relevant drivers for Chinese design volumes.

The ITF technique allowed the selection of the most relevant drivers among the preselected significant indicator groups. All the significant indicators and drivers were also tested and validated using various econometric techniques.

The results of the analysis detected a total of five relevant DDA drivers. The list of the significant preselected indicators and the five relevant drivers selected in the last step is shown in table 3.5.4. In the case of this analysis, the estimated ITF impacts for China designs represent the partial elasticity concept, as the ITF technique selected models that applied log transformations to the variables (both dependent and independent) in order to select the best model.

In our case, the elasticity is the measurement of how the DDA demand responds to a change in one of the exogenous variables. This measures the effect of a certain percentage change variation of the exogenous variable on the percentage variations of the DDA series. The lag column indicates if the impact of the exogenous variable is delayed in time and the number of years of this lagged impact.

	Preselected significant variables
	Lag
	Estimated impact
	Std. error
	t
	Sig.
	Final cluster
	Most relevant drivers

	Goods and services trade
	0
	0.892
	0.18
	4.83
	0.000
	1
	

	Exports of goods and services volume
	0
	0.614
	0.22
	2.75
	0.011
	1
	

	Export market volume
	0
	0.892
	0.35
	2.56
	0.020
	1
	

	Export performance
	0
	1.441
	0.24
	6.00
	0.000
	1
	*

	Employment level
	5
	9.743
	3.54
	2.75
	0.014
	2
	*

	Unemployment rate
	5
	-0.994
	0.42
	-2.35
	0.032
	2
	

	Industry (% GDP)
	2
	2.189
	0.83
	2.64
	0.016
	3
	

	GDP (PPP)
	0
	2.221
	0.17
	13.01
	0.000
	3
	*

	Industry value added
	0
	1.842
	0.15
	12.41
	0.000
	4
	*

	Price of commodity imports
	4
	-0.226
	0.08
	-2.91
	0.009
	4
	

	High tech exports (%)
	7
	1.522
	0.18
	8.46
	0.000
	5
	*


Table 3.5.4. Significant CNIPA DDA exogenous variables preselection and estimated impacts table. The estimated impact parameters for all the variables in the table represent their partial elasticity with the design series because of the log transformation of the ITF model variables.


The five selected relevant drivers, selected out of the 11 significant indicators in the previous step, were also tested with the artificial intelligence technique and additional econometric methods, showing similar results to the ITF technique. Table 3.5.5 contains the five selected main underlying drivers related to the evolution of Chinese DDA.

	Most relevant drivers
	Impact

	Export performance
	1.44

	Employment level (Lag 5)
	9.74

	GDP (PPP)
	2.22

	Industry value added (output)
	1.84

	High tech exports (%) (Lag 7)
	1.52


Table 3.5.5. Final selection of the most relevant CNIPA DDA drivers.


The first selected driver for the Chinese DDA is the variations of the export performance of China. The export performance is a variable measured as the real Chinese export growth relative to the growth of the Chinese export market. Where the export market represents the potential export growth for China assuming that its market shares remain unchanged. This indicator is a ratio that compares the growth in exports to the growth of the export markets. A higher export performance indicates that China is increasing its exports of goods and services more rapidly than the growth of its export markets, for example, increasing its export competitiveness compared to other competitors.

The analysis results showed that the impact of this first relevant driver on the DDA evolution is that each +1 % increase of Chinese export performance growth would cause, on average, a +1.44 % additional growth of Chinese design application volumes (p=0.000). This impact highlights the key relevance of the increased globalisation of China in recent decades for Chinese design demand. Figure 3.5.3 contains the log-difference evolution of the export performance and the DDA, and we observe similar change patterns in both series.
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Figure 3.5.3 Comparative evolution of log-differenced China Export performance and China DDA.


The other export indicators (in the first significant variable cluster), related to export performance, are also possible secondary exogenous variables with significant impacts on the evolution of DDA:

· goods and services trade evolution (elasticity +0.892);
· exports of goods and services changes (elasticity +0.614);
· export market volume (elasticity +0.892).


On the other hand, the second relevant driver for Chinese DDA is the variation of the employment level, with an average delay of 5 years for impact. Concretely, the elasticity (impact) of the employment level variations indicates that for each +1 % increase in employment the DDA volume would be additionally increased by almost +10 % after a period of five years. The employment increases in China would reflect the economic activity growth, that is, in turn, linked to a higher IP demand by businesses. Furthermore, another related indicator in the same cluster of the employment level is the unemployment rate, which similarly shows a significant negative impact on DDA demand (elasticity -0.994), as happened in various other ID5 partners.

Another key driver for DDA demand is related to increasing business activity and Chinese economic output. The changes in GDP volume at constant PPP represent the third relevant driver for the DDA series. Each +1 % increase in GDP at constant PPP generates a +2.2 % increase in the DDA volumes, on average, the same year. The Chinese economy had fast GDP growth in recent decades and this increased economic activity was also reflected in the exponential growth of design applications volumes. Chinese economic output has a direct impact on IP demand, reflecting the importance of IP protection for Chinese companies, particularly during the international globalisation process of which China is one of the key actors.

The fourth relevant factor for the evolution of CNIPA design volumes is the change in value added generated by Chinese industry. The industrial sector activity and its output, measured by the value added, represents a direct measurement of the business sector economic activity level. Also related to the other drivers such as employment and GDP increases, the increases in output of the industrial sector generate an additional DDA demand by the industry sector businesses. Not only are the industry value added volumes a relevant indicator, but the relative weight of the industry value added on GDP too.

The impact of the industry value added volume changes is that a +1 % increase in the change in industry value added, results in a CNIPA DDA demand increment of an additional +1.84 % the same year.

Additionally, the fifth and last relevant DDA driver is the proportion of high technology exports on the total export volume. A +1 % increase in the relative export weight of the high technology exports of China would lead to an additional DDA volume increase of +1.54 %. This positive partial elasticity has a lag of 7 years, so the effects of the technology policies to increase high technology exports are reflected after seven years in increased design applications. The higher the share of high tech exports the higher the impact on IP demand in the future.

Lastly, Figure 3.5.5 contains the normalised trends of the DDA series and the five selected drivers. The evolution patterns of the selected exogenous variables present clear similarities with the evolution of the design applications in China.
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Figure 3.5.4 Normalised Z-scores values of the DDA series and most relevant design demand drivers. The time series values are normalised by subtracting the mean and dividing by the standard deviation of the corresponding time series.
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This section reviews the main significant events for the CNIPA design application volumes. As we saw in point 3.5.1 the Chinese design series present a continuous growth trend that was halted in 2013. In this chapter we evaluate the main facts that could have caused this trend in the DDA series.

Table 3.5.6 contains the event information provided by the CNIPA:

	Events affecting designs
	Event description
	Event year
	Observations

	Event 1
	E-filing introduction
	2004
	Introduction of the e-filing system, and published relative regulations

	Event 2
	Fee reduction
	2006
	Implemented patent fee reduction method

	Event 3
	Amended Patent Law
	2008
	Amended Patent Law (involving industrial design)

	Event 4
	New electronic application system
	2010
	Introduction of an e-filing system, published relative regulations

	Event 5
	Amended Examination Guidance 
	2013
	Amended Examination Guidance (involving industrial design)

	Event 6
	Amended Examination Guidance 
	2014
	Amended Examination Guidance (involving industrial design)

	Event 7
	Fee reduction
	2016
	Implemented new patent fee reduction method


Table 3.5.6 Events information provided by the CNIPA.


Other possible events that also were considered for this analysis are the following:

· the different crisis periods in other Asian countries (1991, 1998, etc.)
· the dot.com bubble of early 2000s;
· the financial crisis of 2008-2009;
· possible incentive programmes for domestic design applicants;
· other regulatory changes.


The event and impact analysis related to CNIPA DDA volume variations, selected a total of three relevant events that caused a statistically significant impacts on the CNIPA DDA series, respectively (Table 3.5.6).

	Year
	Event code
	Event type
	Impact level
	Relative impact (%)
	Impact type

	2005
	CN_DDA1
	E-filing introduction the previous year
	+12 772
	+11.5 %
	Peak

	2013
	CN_DDA2
	Amended of Examination Guidance to ensure design application novelty
	-78 185
	-11.9 %
	Level shift

	2014
	CN_DDA3
	Effects of the examination changes of 2013 and a new amendment to the Examination Guidance in 2014
	-112 479
	-17.1 %
	Drop


Table 3.5.6 Main detected relevant events for CNIPA DDA.


The first relevant event in the CNIPA DDA trend is linked to the introduction of the new e-filing system in 2004 (CN_DDA1). The new filing possibilities of the e-filing system created an additional peak of +11.5 % DDA in 2005. This design demand peak created a surge of close to +13 000 DDA in 2005 (p=0.031). The new e-filing system and the economic expansion of China increased the DDA growth during the following years.

The second significant event for Chinese DDA started in 2013 and is related to the change amendment of the Examination Guidance for design applications, in order to ensure the novelty of the design application. The amendment allowed the CNIPA examiners to verify design application novelty during preliminary examination and to enable the implementation of different measures towards applicants based on the novelty examination of the DDA, including the possible rejection of the design if the design copies another registered design.

Due to the design application incentive programmes to boost the number of design applications in China, some of the presented design applications could have lacked the necessary originality or novelty, compared to existing design applications. In fact, up to 90 % of the Chinese design applications are discarded after 5 years[footnoteRef:6] due to the lack of interest by the design owners in the maintenance of the design and to avoid the payment of the corresponding fees. The new examination rules analyse in more detail the novelty of the design and its corresponding originality in order to assess if it is a new design or it is a copy or duplication of an existing design. [6:  https://www.bloomberg.com/news/articles/2018-09-26/china-claims-more-patents-than-any-country-most-are-worthless] 


The effect of the new examination guidance was that the previous growth trend of the DDA series suddenly stopped in 2013, the year of the entry into force of the new Decision Amending the Guidelines for Design Examination (15/10/2013). The new examination guidelines are stricter with duplicated or copied design applications; this could have caused a reduction of the DDA volumes. This event caused a negative level shift (CN_DDA2) in the evolution of DDA of about -80 000 applications from 2013, breaking the previous exponential growing trend of the series (Figure 3.3.5).

[image: ]
Figure 3.5.5 Relevant events for CNIPA DDA


On the other hand, a new 2014 amendment of the examination guidelines included new additional modifications regarding the graphic user interface designs rules. However, the effects of the 2013 changes in the guidelines for the examination of designs also affected the DDA volumes of 2014, causing an additional DDA drop of -112 479 applications taking into account the expected level for 2014. The relative drop of 2014 implied a -17 % DDA decline in 2014. The Chinese applications volume remained almost flat in 2015.
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The analysis of the drivers and events for CNIPA design drivers and events has selected various relevant events and economic drivers that showed significant impacts on China design filings and application demand. In summary the analysis results in four main economic factors and two relevant events affecting the volumes of CNIPA designs. Following the approach used with the other ID5 partners, the identified drivers and events could be grouped in these categories.

1.	Economic activity:
a.	GDP volume in constant PPP changes.

2.	Labour market:
a.	employment level changes.

3.	Trade and exports:
a.	export performance;
b.	high tech exports.

4.	Industry output:
a.	industry sector value added.

5.	Other relevant events:
a.	e-fling system introduction that increased the DDA volumes in 2005;
b.	the effect of the amendments to the design application examination guidelines, that introduced a new system to ensure the novelty of design applications and caused two impacts in 2013 and 2014 respectively.


As we observed in the analysis of other ID5 partners, the importance of the economic outputs and activity level is crucial for the evolution of the design applications demand. The increase of GDP and the corresponding rise of industry output volumes are normally reflected in additional growth of Chinese DDA.

Chinese globalisation also contributed to the high growth rates in design applications observed in China. The export performance increase is a key factor for the exporting competitiveness of China and its variations are positively associated to higher designs demand. Morevover, the high tech exports as a percentage of the total exports have a significant role as predictor of future DDA demand.

Employment and unemployment are also relevant factors that can anticipate in some years the future evolution of Chinese DDA. The labour market evolution plays a relevant role in Chinese DDA demand, as it is related to household income, the activity level and the general health of the economy.



The CNIPA designs trends were also affected by two relevant facts that created three event impacts:

· the introduction of the e-filing system for designs in 2004 caused a DDA peak in 2005;
· the revision of the design examination guidelines to limit the number of design applications lacking novelty or copying other designs triggered a trend change in 2013 that extended to the following years;
· in 2014, the effects of the 2013 examination guidelines revision caused a -17 % drop in applications.




Relevant events parameters for CNIPA

	Year
	Event code
	Estimate (%)
	Standard Error
	t
	Sig.

	2005
	CN_DDA1
	0.115
	0.03
	3.23
	0.004

	2013
	CN_DDA2
	-0.119
	0.06
	-2.01
	0.048

	2014
	CN_DDA3
	-0.171
	0.04
	-4.24
	0.000




ITF model statistics

	Model name
	
	CN_DDA-ITF model

	Difference
	
	1

	Total events detected
	
	3

	Performance indicators
	R-squared
	0.99

	
	RMSE
	28 954.86

	
	MAPE
	5.86

	
	BIC
	21.19
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This chapter contains an overview of the main findings and conclusions of the study on the main economic drivers, events and impacts related to design volumes. This section summarises and selects the most significant results regarding their impact relevance on design trends, derived from the analysis carried out for the various ID5 partner offices.

The objective of this underlying design drivers assessment, performed for each ID5 partner offices, is to create a comprehensive source of information and results that could allow a better understanding of the relationships and impacts between the economic drivers and events and the evolution of design demand for the ID5 partners.

In order to create a results and findings summary, we extracted the most relevant information relative to the findings and results derived from the ID5 partner drivers and event analyses. This chapter consolidates the information of previous chapters.

The goal of this chapter is to improve understanding of the general impact of drivers and significant events for the ID5 partners, which represents the most important IP offices of the world. All the relevant drivers and events for the ID5 offices are grouped by type and observed impact on design trends. This chapter is divided in four main sections, corresponding to the following points:

6.1	Introduction.
6.2	Main conclusions on drivers, where the main drivers related to design applications demand evolution are reviewed.
6.3	Main conclusions on events, covering the most relevant events and impacts detected during the analysis.
6.4	Final conclusions, a wrap-up of the main findings, conclusions and possible suggestions.
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During the analysis, a series of economic variables were detected that showed a statistically significant relationship with the ID5 partners’ design application volumes. The three step filtering analysis process, described in the methodology, was used to evaluate and select the most significant exogenous variables related to the evolution of ID5 offices’ design applications (and filings for the EUIPO) and also assessed the possible internal relationships among them.

All the drivers detected in the analysis were evaluated and tested using the research analysis methodology to determine their impacts on the design series. The selected drivers, described in previous results chapters, can be classified according the main following indicator types.

1. Economic activity. This type covers variations of the economic output volumes and the economic growth. This group contains indicators related to GDP, private consumption, etc.

2. Employment. Employment levels, unemployment rate and employment growth.

3. Trade. Export market, exports and imports volumes and growth, contribution to world trade or export performance.

4. Price variations. Domestic price variations and deflators of economic indicators.

5. Overseas design applications. Applications by country’s nationals to foreign IP offices.

6. Exchange rate. Both currency and purchasing power parity exchange rate.

7. Capital investment. Gross capital formation and fixed capital formation, including housing.

8. Government accounts. Government disbursements and debt.

9. Monetary policy. Short-term interest rate variations.


Table 4.1 displays the total number of preselected (significant) and finally selected (most relevant) drivers for each IP office. In the table, the driver types that contain at least one most relevant driver are marked in orange and the ones that contain only preselected drivers (but no selected ones) are in blue. The numbers in the table represent the total number of significant (preselected) and/or relevant economic drivers.

A total of approximately 900 economic indicators from various international sources were evaluated, analysed, tested and selected during the study. From this wide dataset of economic indicators initially collected for the analysis, a total of 61 exogenous variables in total were preselected in the analysis for the five ID5 partners. All these preselected variables have a significant impact on the design filings trends at the 95 % level of confidence, based on the ITF modelling results. They were selected among a comprehensive number of exogenous driver candidates collected for each of the ID5 partners.

Additionally, from these 61 preselected, statistically significant indicators, a total of 21 were finally selected as the most relevant drivers using the methodological approach of the research.

As shown in table 4.1, one of the main relevant driver types associated to the evolution of the design applications and filings is the economic activity indicators group. Variations in economic activity and economic growth showed a close relationship with variations observed in the evolution of design applications in all the ID5 partner countries. In all the analysed countries, increases in GDP volume or GDP growth or private consumption and increases in industrial output are linked to increases in designs volumes. This indicates the key importance of economic performance for design applications demand.

A total of 18 economic activity indicators were preselected as significant indicators and six of them were finally chosen as the most relevant drivers for designs. One for each ID5 office, except for China, with two economic activity drivers: GDP and industry value added. Economic growth is a factor that affects both the production of business and consumption of the private sector. These effects are reflected in a higher demand for design applications when the economy of a country is growing. Conversely, periods of economic crisis have a relevant negative impact on design volumes too.

Furthermore, another relevant exogenous variable type that showed significant impacts in all the ID5 partners, except for Japan, were the employment indicators. Concretely, the unemployment rate is also a key predictor of the design demand in USPTO, KIPO and EUIPO and the employment level impacts Chinese design filing volumes. The indicators related to employment play a crucial role in the configuration of design demand. Indicators such as the unemployment rate are likewise related to the economic activity variations, but in this case they are more closely linked to the production capacity of businesses and also have a direct repercussion on household incomes, that translates into a reduction in consumption.

	Driver type
	USPTO
	KIPO
	JPO
	EUIPO
	CNIPA
	Total

	Economic activity
	4
	5
	3
	3
	3
	18

	Employment
	2
	1
	
	2
	2
	7

	Trade
	5
	4
	
	3
	6
	18

	Price variations
	1
	
	2
	
	
	3

	Overseas applications
	
	
	2
	
	
	2

	Exchange rate
	
	1
	1
	
	
	2

	Capital investment
	1
	1
	3
	1
	
	6

	Government accounts
	
	1
	
	2
	
	3

	Monetary policy
	
	
	1
	1
	
	2

	Total
	13
	13
	12
	12
	11
	61

	
	
	
	
	
	
	

	Relevant driver
	
	
	
	
	
	

	Preselected driver
	
	
	
	
	
	

	n = Number of drivers
	
	
	
	
	
	


Table 4.1. Main significant and relevant design driver types for ID5 partners


The third relevant family of indicators that showed a direct relationship with the design volumes are trade indicators. In this case, trade volumes, the contribution of world trade or exports volumes are selected as relevant design drivers in countries such as the US, Korea and China. In the EU there were also three preselected significant trade indicators related to design demand (relative to exports and imports).

On the other hand, there are certain relevant indicator types that are particularly relevant only for some of the ID5 IP offices:

1. For the JPO, variables such as the number of overseas design applications by Japanese nationals, the exchange rate measured as the PPP (JPY v USD) or the capital investment (gross fixed capital formation housing volumes) reflect the peculiarities of the Japanese economy regarding design drivers. The Japanese asset price bubble crisis of the early 90s, the increased interest of Japanese companies in foreign markets, reflected by an asymmetric growth of domestic and overseas design filings, and the relative devaluation of the JPY in PPP with respect to the USD are all particular factors that affect designs demand in Japan.

2. In the EU, the debt-to-GDP ratio and general government disbursements as percentage of GDP are government account indicators negatively linked to EU design filings demand. These two indicators are closely related to the EU governments’ policies to overcome the 2008-2009 financial crisis in Europe. The magnitude of the economic and the euro zone crisis in recent years has had a significant impact on EU business activity, limiting the growth rate of design filings at the EUIPO in the last decade, compared to the years prior to the crisis.


Lastly, there are two types of indicators that were preselected as possible design drivers. But, finally, they were not chosen by the selection system, in the final list of relevant drivers. These indicator types are the price variation indicators (deflators), that are statistically significant for design demand in the USPTO and the JPO, and the monetary policy indicators (short-term interest rates) that are significant for JPO and EUIPO design demand.

Table 4.2, additionally, displays a summary of the top relevant selected drivers for design volumes in each of the analysed ID5 partners. The table includes the observed impact on design volumes and the type of driver.





Regarding driver impacts for the USPTO designs, for example, an increase of USD 1 000 in per capita GDP is, on average, linked to an increase of +610 US design applications (DDA), the same year. Similarly, a reduction of 1 % in the US unemployment rate would lead to an additional surge of +500 US DDA the same year. A +1 % surge in the US contribution to the world trade growth would have an impact close to +600 additional US DDA.

The relevant driver impacts for the KIPO design series show the relevance of economic growth, unemployment and trade variables. In this case a +1 % increment in private consumption growth is linked, on average, to an additional surge of +250 KR DDA. And each -1 % reduction in unemployment is related to a rise of +1 200 additional designs. The increase in trade volumes of the previous two years are also linked to an increased designs demand in the present (+60 additional designs per additional USD 1 billion).

Similarly, the trend in design applications of the JPO is markedly influenced by the evolution of indicators such as GDP growth (+300 DDA per additional +1 % increase in GDP growth) and overseas design applications by Japanese nationals. But in this case the relative growth of foreign design applications is higher than domestic DDA: +370 additional JPO DDA for every +1 000 foreign designs increase. This fact leads to a recent increase in the overseas design applications, compared to the relatively flat trend of JPO DDA. Other drivers related (inversely) to the Japanese design demand are the PPP exchange rate (JPY per USD in PPP) and the housing gross fixed capital formation (with a 3-year lag), an indicator related to the collapse of the Japanese asset price bubble.

Furthermore, EUIPO design filings are linked to the unemployment rate and GDP volume changes. In this case, a -1 % drop in the unemployment rate is associated to a design filings growth of +3 000 EU DDF the same year and each EUR 100 billion increase in the EU GDP volume is linked to a surge of +1 000 additional DDF. Additionally, in the case of the EUIPO designs there are two drivers inversely linked to the design volumes: the debt-to-GDP ratio and the disbursements of general government as percentage of GDP. For each +1 % increment in the debt-to-GDP ratio, possibly as a consequence of the crisis, results in a decline of -600 EUIPO DDF.

Lastly, the Chinese design applications are similarly connected to economic activity, trade and employment indicators. Each +1 % increase in employment level would be associated to a +10 % increase in CNIPA DDA volumes (after a period of 5 years). Additionally, Innovation and IP growth are two of the main strategic lines of the Chinese programme ‘Made in China 2025’ to provide IP protection against possible emerging low-cost competitors.






GDP volume change also exhibits a positive partial elasticity related to Chinese DDA demand, each +1 % of GDP volume growth (in PPP) leads to a 2.2 % rise in design applications. The export performance, value added of industry (output) and high tech exports are factors that boost the CNIPA design volumes too.



	ID5 partner
	Most relevant drivers
	Impact
	Unit
	Driver type

	USPTO
	GDP per capita
	0.61
	USD
	Economic activity

	USPTO
	Unemployment rate
	-501.01
	%
	Employment

	USPTO
	Contribution to world trade growth
	581.34
	% growth
	Trade

	USPTO
	Export market for goods and services
	10.75
	USD bn
	Trade

	KIPO
	Private consumption growth
	256.17
	% growth
	Economic activity

	KIPO
	Unemployment rate
	-1 183.66
	%
	Employment

	KIPO
	Exports of goods and services, deflator
	-18 473.16
	Price index
	Trade

	KIPO
	Goods and services trade volume (Lag 2)
	62.17
	USD bn
	Trade

	JPO
	GDP growth
	294.92
	% growth
	Economic activity

	JPO
	Overseas design applications by Japanese nationals
	0.37
	Design filings
	Overseas applications

	JPO
	Purchasing power parity, JPY per USD
	-308.93
	PPP ex. rate
	Exchange rate

	JPO
	Gross fixed capital formation housing volume (Lag 3)
	-0.59
	JPY bn
	Capital investment

	EUIPO
	GDP volume
	10.34
	Euro bn
	Economic activity

	EUIPO
	Total disbursements of general government
	-1 830.49
	GDP %
	Government accounts

	EUIPO
	Gross public debt
	-605.42
	GDP %
	Government accounts

	EUIPO
	Unemployment rate
	-3 008.15
	%
	Employment

	CNIPA
	Export performance
	1.44
	Elasticity
	Trade

	CNIPA
	Employment level (Lag 5)
	9.74
	Elasticity
	Employment

	CNIPA
	GDP (PPP)
	2.22
	Elasticity
	Economic activity

	CNIPA
	Industry value added
	1.84
	Elasticity
	Economic activity

	CNIPA
	High tech exports (%) (Lag 7)
	1.52
	Elasticity
	Trade


Table 4.2 Summary of top relevant drivers selected each ID5 partner
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During the study the possible events that had an impact on the design series of the ID5 partners were also analysed. The results of the analysis are summarised in table 4.3, including information on the event and impact type, the absolute and relative impacts on design applications, the year of the event, the sign and the relevant ID5 partner.

	ID5 partner
	Year
	Event description
	Impact
	Relative impact (%)
	Impact type
	Sign

	USPTO
	1994
	Entry into force of NAFTA
	1 413
	10.4 %
	Peak
	+

	USPTO
	2009
	Fee increase and financial crisis
	-2 702
	-10.1 %
	Drop
	-

	USPTO
	2010
	Economic recovery increased DDA growth rate
	1 351
	4.3 %
	Level shift
	+

	USPTO
	2013
	Fee decrease and added micro entity fees
	1 576
	4.6 %
	Peak
	+

	KIPO
	1998
	Fee increase and Asian financial crisis
	-7 391
	-25.9 %
	Drop
	-

	KIPO
	2011
	Samsung and Apple design lawsuit
	-3 765
	-6.6 %
	Drop
	-

	KIPO
	2014
	Whole amendment of Design Act and Hague Agreement
	-3 993
	-6.0 %
	Level shift
	-

	JPO
	1991
	Japanese economic crisis
	-5 753
	-13.0 %
	Level shift
	-

	JPO
	2002
	Dot.com bubble burst
	-2 318
	-5.9 %
	Drop
	-

	JPO
	2009
	Financial crisis
	-5 894
	-16.0 %
	Level shift
	-

	EUIPO
	2009
	EU economic crisis (DDF)
	-9 290
	-12.1 %
	Level shift
	-

	EUIPO
	2015
	End of Italian design application promotion programme for SMEs (DISEGNO+2) and Hague Agreement accession by US and Japan (DDA)
	-1 502
	-6.3 %
	Drop
	-

	CNIPA
	2005
	E-filing introduction the previous year
	12 772
	11.5 %
	Peak
	+

	CNIPA
	2013
	Amended Design Examination Guidance to ensure design application novelty
	-78 185
	-11.9 %
	Level shift
	-

	CNIPA
	2014
	Effects of the design examination changes of 2013 and a new amendment of the Examination Guidance in 2014
	-112 479
	-17.1 %
	Drop
	-


Table 4.3 Summary of main events for ID5 partners’ designs


There were a total of 15 relevant events identified with impacts on design demand trends among the five ID5 partners. Of all the selected events, the majority caused negative impacts on the design series demand (11 out of 15). There are six events that caused design volume drops, three events caused volume peaks, one that caused a positive level shift and, lastly, five caused negative level shifts.

Among the 15 selected events we can identify some events that are relatively common among the ID5 partners, with significant impacts on designs trends:

Economic crisis events: 1991 Japan, 1998 Korea, 2002 Japan and 2009 US, EU, Japan. Table 4.4 shows the six events detected that are related to economic crisis periods for all the ID5 partners analysed. Except for China, the rest of the IP offices saw their design volumes reduced by the various economic crises of recent years. The international financial crisis affected the design volumes of the USPTO, the JPO and the EUIPO. Some of the crisis period events coincided in time with fee increases, such as at the KIPO and USPTO, that possibly also augmented the drop in applications due to the crisis period (such as the -26 % drop of KIPO applications in 1998). The IP office that was affected by more crisis period events was the JPO, that saw their design applications reduced by the crises of 1991, 2002 and 2009. The 2009 international financial crisis caused a long-term negative impact on the EUIPO and JPO design volumes, with a negative level shift of -12 % and -16 % in design volumes, respectively.

	Crisis type
	ID5 partner
	Impact
	Relative impact (%)
	Impact type

	1991 Japanese crisis
	JPO
	-5 753
	-13.0 %
	Negative level shift

	1998 Korean crisis
	KIPO*
	-7 391
	-25.9 %
	Drop

	2002 dot.com bubble burst
	JPO
	-2 318
	-5.9 %
	Drop

	2009 international crisis
	USPTO*, JPO, EUIPO
	-2 702
-5 894
-9 290**
	-10.1 %
-16.0 %
-12.1 %
	Drop
Negative level shift
Negative level shift

	* Fee increase the same year of an economic crisis
** Design filings


Table 4.4 Summary of top relevant economic crisis events.


Additionally, the Hague agreement entry into force was another event that affected the application volumes in various ID5 offices. In the same office, such as the KIPO, or in other relevant international offices (US, JP) which affected the EUIPO DDF volume in 2015.

Fee increases simultaneous to the economic crisis also impacted USPTO and KIPO design filings.

Regulatory changes that caused design impacts in the following partners:

· KIPO: the whole amendment of the Design Act in 2014, coinciding with the entry into force of the Hague Agreement in Korea. The combination of these two events caused a negative level shift of -4 000 design applications from 2014 onwards, a relative impact of -6 %.

· CNIPA: the amended Design Examination Guidance, that caused a change in demand for designs in 2013, halting the previous high-growth trend and causing an applications drop the following year (2014). This event also affected the design application count globally, given the high relevance of Chinese design application volumes. The new rules for design patent examination reinforced the examination of designs to detect and avoid designs lacking novelty or copying existing designs. The late 2013 regulatory change caused a drop of more than -100 000 applications during 2014 and 2015.


On the other hand, there are also a series of particular events for certain IP offices:

· USPTO events.

· Entry into force of the Free Trade Agreement, related to a +10 % design applications surge in 1994.
· Fee reduction (and introduction of new reduced fees for smaller applicants, US), caused a +4.6 % design applications peak in 2013.
· Economic recovery period with economic stimulus packages (2010). This event caused a positive level shift of +4.3 % in the USPTO, due to the increased economic recovery linked to the stimulus packages.

· CNIPA events.

· The introduction of a new e-filing system for designs in China triggered a design applications peak of +11.5 % in 2005. This new e-filing system consolidated the exponential growth rate of Chinese design filings.

· KIPO events.

· The Samsung and Apple design lawsuit in 2011 is linked to a design applications reduction of -4 000 during the same year, a -6.6 % relative drop. Currently, after this negative experience, top Korean technology groups such as Samsung or LG are among the top design applicants in some of the most relevant offices in the world, such as the KIPO, the USPTO and the EUIPO, showing the increased relevance of adequate IP protection for Korean companies, in order to prevent future international lawsuits.

· EUIPO events.

· The end of the Italian design application promotion programme for SMEs (DISEGNO+2) coincided with the Hague Agreement accession by US and Japan in 2015, causing an EUIPO DDA drop of -6%. This event shows the importance of the actions and decisions of other offices or countries for the design demand trends of some ID5 partners. As observed in the analysis, the recent high growth of EUIPO designs by Chinese companies is also having an increased effect on EU design volumes and limiting the negative impact on filings of the Hague Agreement entry into force in other ID5 partners.
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The study results have yielded a comprehensive set of findings and conclusions on the impacts that different factors and drivers exert on the evolution of design series. In fact, most of the main trends observed in the analysed ID5 partners’ design application time series can be related to different factors such as economic growth rates, unemployment rates, trade indicator variations, economic crisis periods, IP regulatory and fee changes and other particular drivers and events that have had significant impacts on design demand.

This study has evaluated and demonstrated the predictive power of different types of economic indicators on the evolution of design applications and filings volumes. Based on the results of this analysis, the demand for designs is highly associated to business sector growth trends and their associated indicators, such as unemployment, GDP, consumption, trade, capital formation, industry value added, debt-to-GDP ratio and selected other factors.

The utility of the results obtained in this study is related to the contribution they can make to the knowledge of the main underlying factors for design demand at the leading IP offices in the world. The connection between the main economic factors and IP demand is also useful for improvement of the planning, budgeting and strategy of the analysed IP offices.

One of the most relevant findings of this study is the remarkable impact that the economic activity variations exert on design demand. The evolution of exogenous variables such as GDP trends and GDP per capita, private consumption growth or value added of the industrial sector are related to the observed design demand trends in the main IP offices analysed. The observed growth and decline patterns of the evaluated design series can be linked to the economic factors impact on design demand.

Other relevant drivers, such as trade and export indicators, are key to better understanding design demand volumes in ID5 partners such as the USPTO, the CNIPA or the KIPO, and are also significant for the EUIPO. Additionally, the globalisation process and its consequences, reflected in the trade and export growth in ID5 countries, has a clear and relevant impact on design demand. Trade and export volume variations, export market growth, contributions to world trade growth or export performance are some of the indicators that showed relevant positive effects on the design demand. The need for IP protection of designs in an increasingly globalised market creates the demand for designs among the businesses of ID5 countries.

Another important factor linked to design demand changes is the evolution of the unemployment rate in the analysed countries. In IP offices such as the USPTO, the EUIPO or the KIPO, the change in unemployment rate plays a central role in predicting design demand. Each reduction of the unemployment rate by -1%, associated to increased business activity, raises yearly design demand between +500 and +1 000 additional design applications, on average, for the USPTO and the KIPO respectively, and up to +3 000 design filings, in the case of the EUIPO.

Employment is also a relevant factor for CNIPA design applications demand. The higher the employment increases the higher the design demand growth. In all these cases, increased business activity, reflected in increased employment creates a growing IP demand among companies in order to protect new creations and inventions of the business sector. On the other hand, private consumption benefits from a lower unemployment rate, which leads to increased household expenditure contributing to the growth of the economy and the business sector.

Other possible indicators, such as R&D investment, researchers, population, etc. were also tested, but they showed no relevant impacts on the design series.

Another main conclusion obtained from the study analysis is that there are a series of events and facts with significant impacts on the observed design trends. These relevant events were selected and evaluated for each of the ID5 partner offices using the various analysis techniques of the study. Key events such as the economic crisis periods of 1991 (Japan), 1998 (Korea) and 2009 (international crisis) showed the clear impact of the economic recession and crisis periods on design demand.

For example, the 2009 financial crisis produced permanent negative level shifts of -16 % and -12 % design volumes in the EUIPO and JPO design series, respectively. For these partners, the economic crisis created some long-lasting effects on their economies, reflected in other drivers such as the increase of the debt-to-GDP ratio, government disbursements as a percentage of GDP in the EU or the housing capital investment increase in Japan. The evolution of these drivers also is linked to design volumes.

Other events such as regulatory changes, the entry into force of the Hague Agreement or free trade agreements (i.e. NAFTA in the US), fee changes and the introduction of e-filing system for designs (China) showed relevant impacts on observed design trends and highlight the importance of taking into account the factors that create trend changes to improve the knowledge and predictability of design demand at the IP offices. In cases like the EUIPO, the disaggregated trends analysis of top applicant countries was relevant to discover the impact of the Italian EU application variations in 2015, the possible effect of the Hague Agreement and the recent high growth rate of Chinese EU design applications.

Additionally, the relevant events and drivers analysed during the study could play an important role in the possible forecasting processes of the IP offices. Various tests performed using the selected drivers and events as predictor variables in different forecasting systems, such as the Linear Regression Tree (the artificial intelligence forecasting technique), confirmed that the forecasting accuracy and performance of the prediction models could be improved by a 30 % to a 70% with the usage of these predictor variables and events in the appropriate forecasting techniques. In fact, the vast majority of the relevant drivers (exogenous variables) selected in the analysis have forecasts made by international organisations and the several events, such as regulations, office actions, international agreements, fee changes, e-filing changes, IP promotion, etc. could be anticipated to test in advance their possible future impact.


In conclusion, this study has shown the key importance of certain economic drivers and events on design applications and filings demand for the top five world IP offices. The design volumes and trends of the ID5 partners are greatly influenced by economic growth, unemployment variations, trade and export variables linked to globalisation, crisis and expansion periods, the IP offices’ regulatory and/or fee changes. These findings increase knowledge on the IP demand drivers for the analysed offices, allowing for more efficient planning, budgeting and organisation regarding design applications and improve the forecasting approach of the IP offices.
[bookmark: _Toc498532900]
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[bookmark: _Toc29815755]Introduction (objectives, methodology and context of the project)

The role of forecasting tools, methods and techniques is very important for IP offices in order to plan, prepare and organise their activities, strategies, budgets and operations. The main objective of Phase 1 of this forecasting study is to describe, compare and assess the various forecasting methods used to predict design applications and filings currently used by the ID5 partners.

ID5 is the multilateral cooperation forum, inaugurated in 2015, which allows the five largest design offices, the EUIPO, the United States Patent and Trademark Office (USPTO), the Japan Patent Office (JPO), the Korean Intellectual Property Office (KIPO) and the State Intellectual Property Office of the People’s Republic of China (SIPO) to seek cooperation synergies for the benefit of users in the field of design registration.

Considering the value and the significance of industrial design in global and domestic markets, and its expanding role in innovation, the ID5 partner offices recognise the importance of working towards the promotion and further development of user-friendly, highly-efficient and interoperable industrial design protection systems. The ID5 partners acknowledge that such aims can be achieved through mutual understanding and collaboration in initiatives, aimed at improving, promoting awareness of and work efficiency, quality and user-friendliness of industrial design systems. The EUIPO has the lead in the project; the study of underlying economic factors and IP office actions on how they impact global design filings (forecasting). The EUIPO forwarded the project brief to the partners and was approved by them all in 2016. The EUIPO was designated as the ID5 Secretariat for 2017 and will therefore hold the Midterm and Annual Meetings at their premises in that year where the first phase of this project will be presented.

This forecasting project was proposed and accepted as an ID5 project during the annual meeting at the USPTO in 2015. The project brief was formally adopted by all partners during the ID5 annual meeting organised by SIPO in 2016. At the midterm meeting at the EUIPO in 2017, the project manager presented the timeline and global set-up of the phases of the project.

The main goal of the forecasting project is to understand the impact of underlying economic factors and the actions of IP offices on design fillings. The aim of this information is to support a design filings forecast system as accurately as possible, allowing offices to plan for the future. In order to achieve this, the project has been set out to contain three stages. Phase 1, in which we review the existing methods of the ID5 partner offices, which is covered in this study document. Phase 2, which entails an impact analysis of underlying economic factors, drivers and events for design filings. Phase 3, if conducted, would perform a thorough R&D study on the best forecasting techniques and variables for each partner office.
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Figure 1. Envisaged phases of the ID5 Forecasting Project


This study is designed to achieve and fulfil the ID5 Forecasting project goals for Phase 1, the initial forecasting information gathering and assessment to describe the main design filings forecasting methods used by each ID5 partner. The main goals of Phase 1 of this project are outlined below.

· To gather relevant information on the main design forecasting methods of the ID5 members. This step includes the design and implementation of a specific survey and questionnaire on forecasting methods and processes used by ID5 partner offices and other related topics.

· To revise and evaluate the existing forecasting methodologies of the ID5 members. The information of the survey is to be processed and analysed to draw the initial conclusions of the various forecasting methods and approaches of ID5 partners. The main findings and results are contained in this study report.


The scope of Phase 1 of the project is the analysis of current forecasting approaches used by ID5 members as described in figure 2.


Figure 2. Forecasting project scope
Phase 2. Underlying economic factors and main drivers for designs demand.
Studies of the volumes of processes that follow the initial filings.
SCOPE
Phase 1. Analysis of current forecasting approaches used by ID5 members.
Forecasting of exogenous variables. These will be taken from official sources.
OUT OF SCOPE
Phase 3. Improvement of forecasting systems for ID5.
Publish the study on a previously agreed platform.
OUT OF SCOPE
Compare the results of this study with other studies.



Phase 1 of this project has gathered relevant information on the existing forecasting methodologies of the ID5 partner offices. The study team have revised, evaluated and reported on the preliminary findings at the ID5 Midterm Meeting on 26 June 2017 and prepared this final report on Phase 1 of the Forecasting Tool project to be presented at the ID5 Annual Meeting on 4-5 December 2017.

Regarding the methodology for this first phase of the study, the main information source has been a custom designed email survey to obtain from the ID5 offices the relevant information on their main design forecasting methods and aspects. This information allowed us to evaluate, benchmark and compare the existing forecasting models and techniques and review the existing methods of the ID5 partner offices, including their main needs and suggestions. Additionally, the scope and methodology of Phases 2 and 3 of the Forecasting ID5 project, envisaged as a continuation to this study, will be defined based on the main findings of this Phase 1 study and the common areas of interest expressed by the ID5 partners during this study.

This Phase 1 study entailed the creation and deployment of a custom study survey for the ID5 partners, including the most relevant aspects of the ID5 partners design forecasting methods to be evaluated. The survey questionnaire has been designed and optimised to improve the response of the ID5 partners (please see Annex 1 of this report). The main forecasting topics covered in the study report and the Forecasting ID5 survey questionnaire are described in Chapter 2 of this report.

The main results, conclusions and findings related to the ID5 forecasting methods evaluation and benchmark have been included in this final Phase 1 study report that will be presented in the ID5 2017 annual meeting (December 2017). This final study report contains a forecasting evaluation chapter (Chapter 2) containing a summary of the main findings on the forecasting methods for each ID5 office and the main conclusions on the results of this first phase of the project.


Figure 3. Contents of Phase 1 study


The collected information is crucial to improve the understanding on the impact of global events or economic trends on the design filings demand and to implement better coordinated and global policies to improve IPR regarding designs. Thus improving user confidence and satisfaction and the resource planning and strategy of the ID5 offices. The comparison between the different forecasting methods and the suggestions indicated by the partners also have allowed the research team to understand the possible improvement areas for each of the forecasting approaches followed by the ID5 partners in order to suggest possible next steps to improve the forecasting outcome.



[bookmark: _Toc498532901][bookmark: _Toc29815756]Main results of Phase 1

Chapter 2 of the report summarises the main results derived from the ID5 Forecasting survey conducted to gather relevant information on the main objectives, characteristics, elements and results of the ID5 partners’ forecasting systems. The complete survey questionnaire can be found in Annex 1 of this document. The list of main topics covered in Phase 1 of this study is described in figure 4.

Main topics covered in Phase 1 of the study

Figure 4. Main topics covered in Phase 1 of the study


[bookmark: _Toc498532902][bookmark: _Toc29815757]Forecasting purpose and objectives

The objectives for the forecasting processes among the partner offices relate to budget, operational, strategic and resource planning. The relevance of the forecasting approaches and results is very high for all the ID5 partners due to their impact on the offices’ planning and strategic decisions in all cases.

The USPTO, for example, forecasts design filings for the purpose of budgeting, strategic planning, resource planning, hiring, determining future pendency and calculating office space. For this office, the generation of IP forecasts is used to plan the activities, correctly dimension their premises and assess the processes timelines.

Moreover, SIPO forecasts the applications/filings of patents, utility models and designs on a yearly basis with the main objective of general management and to support its decision-making processes. In addition, the forecasting system allows SIPO to improve its knowledge on design application trends and achieve the following additional objectives.

1) establishing examination and development work plan;
2) creating recruitment plans and optimising examination resources;
3) budget planning;
4) implementing the National IPR Protection and Use Programmes, and IP Strategic Action Plan.


Additionally, KIPO forecasts design filings for the purpose of budgeting, resource planning, allocating examiners, determining future pendency and establishing mid- to long-term strategies.

The JPO annually forecasts the number of filings for such purposes as planning human resources and budgets deployment (forecasted numbers are not disclosed). The basic method of forecasting is the trend-based forecast calculated from the actual numbers of filings for previous years. The JPO also uses the forecasting process to develop basic data in creating and planning IP policies of Japan.

The JPO annually conducts a ‘Survey of Intellectual Property-Related Activities’ for the purpose of gaining and understanding of the situation of IP-related activities in companies and other entities. One of the items for this survey is the forecast of the number of design application filings. The estimates deriving from this survey are used as one of the means to complement/compensate the trend-based forecast methodology. The forecasting horizon for the above ‘Survey of Intellectual Property-Related Activities’ is only the following year.

Finally, the EUIPO uses the forecasting processes to support budgeting, strategy, resource planning, research on impact of certain events (i.e. Brexit, legal reform, regulatory changes, etc.) and policy and programme decision-making.

	ID5 partner
	Forecasting purpose and objectives

	ALL
	Strategic, operational, budget and resource planning.

	USPTO
	Determine future pendency times.

	SIPO
	Implementing National IPR Protection and Use Programmes and IP Strategic Action Plan.

	JPO
	To develop basic data in creating and planning IP policies of Japan, part of ‘Survey of Intellectual Property-Related Activities’.

	KIPO
	Determine future pendency times.

	EUIPO
	Impact analysis of main events (Brexit, legal reform).
Determine future pendency times.


Figure 5. Forecasting purpose and objectives summary


[bookmark: _Toc498532903][bookmark: _Toc29815758]Forecasted IP series

All the ID5 partners use forecasting methods to predict volumes of design and trade mark filings. The partners also forecast patent volumes, except for the EUIPO, which forecasts only volumes of designs and trade marks (direct and international) and not patents.

The USPTO creates application filings forecasts specifically for designs, including applications filed directly with the USPTO and those filed through the Hague System (both direct and indirect filings). This office also creates forecasts for trade marks and patents. The JPO forecast not only the number of design applications filed but also that of patent, utility model and trade mark applications.

Moreover, SIPO separately forecasts the applications/filings of patents, utility models and designs. While KIPO creates forecasts for designs, patents and trade marks respectively. For design filings, it includes applications both directly filed with KIPO and routed through the Hague System.

	ID5 partner
	Forecasted IP series

	USPTO
	Designs (direct and international filings),
trade marks and patents.

	SIPO
	Patents, utility models and designs (filings/applications).

	JPO
	Design applications, patents, utility models and trade marks.

	KIPO
	Designs (direct and international filings), patents and trade marks.

	EUIPO
	Designs and trade marks (direct and international).


Figure 6. Forecasted IP series summary


[bookmark: _Toc498532904][bookmark: _Toc29815759]Input data

Regarding the type of input data used for the forecasting processes and methods, all of the ID5 offices use the historical filing trends and complement it with additional information such as changes in laws and regulations, GDP evolution, unemployment, economic trends, survey data, among other variables.

In the case of the USPTO, this ID5 partner uses historical filing trends, changes in laws or regulations and GDP to develop the design application filing forecast. The main forecasting information sources for the USPTO are:

· the USPTO annual Performance and Accountability Report (PAR) — https://www.uspto.gov/about-us/performance-and-planning/uspto-annual-reports (historical filing trends and changes in laws or regulations);

· the United States Bureau of Economic Analysis (BEA) — 
https://www.bea.gov/ (US GDP).


In order to incorporate the information on changes in laws and regulations (events) and GDP into the forecasting process or the forecasting modelling, the USPTO factor in manually the events and the changes in GDP are entered into a model created by the USPTO’s Office of Planning and Budget. The USPTO uses the future GDP projections (i.e. for 2017, 2018, 2019) from the United States Bureau of Economic Analysis used in the forecasting process.

The information on events is modelled in exogenous or dummy variables for the forecasting or regression models, and also it is used to generate or modify forecasting scenarios.

The JPO’s forecast figures for the following year volumes are calculated by tallying the anticipated number of applications for the current year and the following year, which is provided on the basis of the number of design applications filed in the previous year by the companies and other entities the survey is targeted at.

For the 2015 ‘Survey of Intellectual Property-Related Activities’ of the JPO, the survey was conducted on a total of 6 105 individuals, corporations and public research institutes including universities, which filed more than five applications for patents, utility models, designs or trade marks in 2013 ([footnoteRef:7]). [7: () ‘Survey of Intellectual Property-Related Activities’ https://www.jpo.go.jp/shiryou/toukei/tizai_katsudou_list.htm] 


SIPO takes into account various factors in its forecasts. The SIPO forecast team analyse the applications over years to gather the historical data, which is used to analyse the development trend ([footnoteRef:8]). Based on this, SIPO also considers factors like GDP growth, economic policy, economic development of the world, and the development stage and overall situation of industrial design industry in China. SIPO gets the final forecast result combined with the experience of experts, which is used to improve the accuracy of prediction. The opinion of experts and managers is taken into account in the forecasting process at SIPO. The future projections of exogenous variables are mostly based on the judgment on national GDP growth and economic policy. The forecasting results from national and international authoritative institutions are mainly considered. [8: () http://www.sipo.gov.cn
    http://www.stats.gov.cn
] 


On the other hand, SIPO analyses the correlation between design application volumes and the GDP and R&D investment variables. The objective is to find and confirm the impact factor and formulate a statistical regression analysis model. According to the Chinese macroeconomic trends forecasting results and the impact of the patent law and policy, SIPO experts analyse the growth expectation of the future national market demand for design filings. SIPO considers that the growth expectation is useful to control the forecasting trends.

KIPO uses the last 5 years for its short-term design forecast. For the midterm forecasts, KIPO uses also information of R&D investments, GDP growth, population and filings of the last 10 years.

Finally, the EUIPO uses as its main input data for the forecasting processes the historical filing trends of trade marks and designs for both the ARIMA forecasting and the advanced machine learning forecasting. In addition, the artificial intelligence forecasting methods take into account changes in laws or regulations and other relevant events (fee changes, economic crisis, promotions, etc.) and GDP, private consumption growth, unemployment rate as the main types of input data. The events and exogenous variables used are implemented as independent variables in the forecasting techniques. Both, the automatic ARIMA technique and the machine learning techniques can work with time series with outliers (interventions).

	ID5 partner
	Input data used

	USPTO
	Historical filing trends, changes in laws or regulations and GDP.

	SIPO
	Historical filings data, GDP growth, economic policy, economic development of the world, and the development stage and overall situation of industrial design industry in the country, opinion of experts.

	JPO
	Historical filings data and survey.

	KIPO
	Domestic applications: R&D investments, populations and design filing trend of the last 10 years.

International applications: GDPs of Korea and other major countries (G5), the proportion of international applications that designated KIPO out of the total number of international applications via the Hague System.

	EUIPO
	Historical filing trends for the ARIMA and machine learning methods. Changes in laws or regulations and other relevant events (fee changes, economic crisis, promotions, etc.) and GDP, private consumption growth, unemployment rate for the artificial intelligence forecasting. Both methods can work with outliers.


Figure 7. Forecasting input data summary


[bookmark: _Toc498532905][bookmark: _Toc29815760]Events and impact analysis methodology

This section describes the main methods using during the study of the relevant design events and impacts for the ID5 partners. The events and impacts analysis is a relevant part of the design forecasting techniques. The analysis and addition of these key elements can greatly improve the accuracy of the forecasting models.

Regarding the events, the USPTO monitors changes in laws and regulations and fee modifications to develop the design filings forecast. USPTO forecasting events are identified, selected, evaluated and incorporated into the forecasting technique using institutional knowledge. The selected events are both initially taken into account in the forecasting modelling process and also incorporated afterwards, correcting the value of the forecast. Events are incorporated into the forecasting process using a dummy variable or an event variable, depending on the situation.

USPTO event weights are calculated based on the nature of the event and the impact of similar historic events. The statistical significance of the event variable is taken into account in the event impact assessment process. And the type of impact analyses that are performed to select the relevant events are related to the institutional knowledge. Examples of changes in laws and regulations that have been considered relevant for the USPTO design forecasting process include the passage of the American Invents Act, fee changes and the implementation of the Geneva Act of the Hague Agreement Concerning the Deposit of Industrial Designs.

For SIPO, the main impacts on design applications/filings are the innovation activities, resources input and market demand. Other impacts affect applications/filings in the short term, such as regulation changes, fee modifications, e‑filing introduction, promotions, etc.

In the case of SIPO, some design related factors can be ignored, for example, e‑filing, and some factors need to be analysed later once the main influences appear, for example the changes of regulations. Generally, SIPO evaluates whether there has been a similar event, change or scheme in the past that can be used for reference. Firstly, SIPO performs qualitative research on the fluctuation of previous application volumes and its origin, and then collects the historical data. After these steps, SIPO conducts quantitative analysis of the relationship of the design volumes between various time periods, and creates a regression equation. This process is used to analyse the lag time and impact on design application volumes caused by the regulation changes.

On the other hand, the JPO does not perform periodic events analysis, an example of the most recent analysis is a basic impact analysis conducted on the variation factor of the number of applications filed due to Japan’s accession to the Hague Agreement. In order to conduct this impact analysis, the JPO takes into account and compares the number of direct filings and the number of international filings made through the Hague route during the period before and after the accession to the Hague Agreement. The volumes are calculated for each Japanese Design Classification.

Apart from the survey projections, the JPO’s basic method of forecasting the volume of design applications is a trend-based forecast calculated from the actual numbers of filings for the past years. The survey represents one of the means to complement, compensate and improve the trend-based forecast methodology.

In addition, KIPO does not analyse the impact of such events every time when those events take place, they are taken into consideration in the annual prediction of design filings. As an example of the events included in the forecasting process, KIPO studied how the fee change impacted the number of filings (2015). KIPO also studied how the fee change made in July 2014 impacted the design filings.

While KIPO considers that the fee amount will not have any significant impact on the number of filings, since it comprises only a small portion of the total cost paid by applicants, KIPO conducted this analysis with an assumption that the fee change can impact the number of filings. The application fee increased from 60 000 KRW to 94 000 KRW per design in July 2014. This event is expected to cause a 2.20 % reduction of multiple-design applications, as the application fee increases 55.39 %, a -0.003 % of fee flexibility. KIPO does not take events for the one-year forecast into account regularly and multiple events are not taken into account at the same time.

Furthermore, the EUIPO conducts regular event analysis and research and incorporates their results into the forecasting process to improve the accuracy of the forecasting techniques used. The main event types that are considered by the EUIPO in recent years are the EUIPO legal reform and associated fee changes, design award, the 2009 financial crisis, the major filing countries and owners, the Brexit effects and the new Member States accessing the Hague Agreement. The Brexit effects, for example, have been tested with the automatic ARIMA (as a possible outlier) and the machine learning methods (evaluating its impact). The EUIPO has recently conducted an in-depth research study on the events and impacts affecting designs and trade marks of the EUIPO and the rest of the IP offices of the EU using advanced analytic techniques such as artificial intelligence and intelligent transfer function methods.

	ID5 partner
	Events and impacts

	USPTO
	Changes in laws and regulations and fee modifications are considered.

	SIPO
	Innovation activities, resources input, market demand, regulation changes, fee modifications, e‑filing introduction, promotions.

	JPO
	No periodic analysis. Recent impact analysis for Japan’s accession to the Hague Agreement.

	KIPO
	The events are taken into consideration in the annual prediction of design filings.

	EUIPO
	Legal reform and fee changes, design award, major filing countries and owners, Brexit (tested with ARIMA and artificial intelligence forecasting methods), financial crisis, new Member States accessing Hague Agreement.


Figure 8. Forecasting events and impacts summary


[bookmark: _Toc498532906][bookmark: _Toc29815761]Existing forecasting methods and techniques

There are different approaches used in the forecasting processes of the ID5 members. The extrapolation of past trends is a common forecasting method used in the majority of ID5 partners. Apart from this technique, each of the partners uses different forecasting methods to complement or improve the trend analysis results.

The USPTO deploys historical trends and econometric models to develop the design filings forecast. The design filings forecast is created annually and monitored continuously. Concretely, the USPTO uses both a six-year model and a one-year model that is updated quarterly. The type of trend extrapolation and regression models used by the USPTO is linear. For the forecasting, continuous monitoring process implemented design filings are measured on a daily basis.

The specific econometric model formulation used by USPTO is the following:

USPTO Design Filingst = β1+β2(Design Filingst-1)+β3(Real GDPt)

Where:
Design Filingst = the predicted number of design filings
Design Filingst-1= design filings from the prior year
Real GDPt = predicted US Real Gross Domestic Product (exogenous independent variable)

This USPTO model is run for a number of possible economic scenarios (average GDP estimates, strong economic growth, moderate economic growth, stagnation and recession), and following discussions with subject matter experts, point estimates are selected from the range of scenarios. In addition, there is a qualitative expert intervention in the forecasting process to evaluate the possible trends based on the experience. The USPTO trend analysis used considers different possible scenarios using the high-low method.

Similarly, SIPO forecasts the design applications/filings by using a time series trend analysis method. The method involves: first collecting the design applications volumes over years as time series; cleaning the data and inputting into the trend analysis forecasting model; optimising model parameters based on goodness-of-fit tests and experiences until satisfactory results are obtained. The trend model also takes into account the last forecasting results considering the effects of economic development, market demand and experts’ experience.

The SIPO forecasting period is usually 3 or 5 years according to the requirements. The technical forecast must be combined with the experts’ experience. SIPO uses linear and non-linear trend models selecting the degree of polynomials based on the goodness-of-fit and curvilinear trend. The estimation of the trend is mainly derived from the experts’ experience and the market analysis (optimistic or pessimistic) carried out by experts. The final forecasting results are generated considering all the factors.

On the other hand, the JPO forecasts the volume for the following year by requesting the targets of the survey (companies and other entities) to enter the number of design applications filed for the previous year and the estimated number of design applications for the current year and the following year, and then aggregating the estimated number of applications for the following year. For the 2015 ‘Survey of Intellectual Property-Related Activities’, the target audience comprised a total of 6 105 parties consisting of individuals, corporations and public research institutes including universities, which had filed more than five applications for patents, utility models, designs or trade marks in 2013. The user survey has been carried out annually since 2002.

The JPO survey extrapolation process is done by first grouping the population into strata by type of business and rank of application numbers. The result X for each grouped stratum is extrapolated from X = (A/B)*C, where A is the aggregated result of the sample for the grouped stratum, B is the number of samples for the grouped stratum, while C is the number of population for the grouped stratum.

In addition, KIPO creates midterm forecasts by using the system dynamics model. KIPO generates a one-year forecast while creating a five-year forecast for the long-term financial plan.

For the short-term forecast model (one-year forecast), KIPO uses the filings volumes of the last five years.

For the midterm term forecasting (five-year forecast) KIPO uses a system dynamics model, including:

· domestic applications — R&D investments, populations and design filing trend of the last 10 years;

· international applications — GDPs of Korea and other major countries (G5), the proportion of international applications that designated KIPO out of the total number of international applications via Hague System.
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Figure 9. KIPO’s system dynamics diagram and causal map



In this KIPO model, the future projections (i.e. for 2017, 2018, 2019) of the mentioned variables are used in the forecasting process. In the case of KIPO, since too many variables come into play in determining GDP growths, it decided not to include all of them in forecasting. The exogenous variables are just factored in as an external variable and the total number of population is also used as the raw data.

Variables that can have impacts on design filings.

· design filings by Koreans: population, GDP, domestic R&D investments;
· design filings by foreigners: GDP, GDPs of G5;
· renewal of design registration: GDP, winning rates in the design patent disputes.

To calculate the specific system dynamics model for the forecasting process, KIPO quantifies the correlation of the above model variables; puts them through calibration or optimisation processes in order to minimise the variation between forecasts and the actual data; and then generates the mean absolute percentage error (MAPE). KIPO outsources the ‘systemic dynamics model’ forecasting to an external agency.

The EUIPO, on the other hand, uses various forecasting methods for the design predictions. The first family of forecasting methods used by the EUIPO is the automatic ARIMA estimation method with interventions using the TRAMO forecasting software. This tool uses an automated system to identify the best ARIMA parameters and the possible time series outliers. Another of the techniques used in the EUIPO is based on a machine learning forecasting tool custom system, which includes various artificial intelligence algorithms such as artificial neural networks, support vector machines and linear regression tree models. These advanced EUIPO forecasting techniques used allow the improvement of the forecasting accuracy results by using machine learning capabilities and the incorporation of relevant events and exogenous variables (GDP growth, unemployment rate and private consumption growth). The advanced forecasting models also can simulate different scenarios and impacts of relevant event variables. The other forecasting methods used at the EUIPO include the ARIMA forecasting system and the trend extrapolation models.

	ID5 partner
	Forecasting methods

	USPTO
	Historical trends and econometric models.

	SIPO
	Trend analysis using extrapolation of past data. Adding later, factors such as economic development, market demand and experts’ experience to improve the forecasts.

	JPO
	User survey on future filing intentions, conducted periodically and historical filings of survey applicants.

	KIPO
	System dynamics model.

	EUIPO
	Automatic ARIMA estimation method with interventions using the TRAMO forecasting software. Machine learning forecasting tool system including artificial intelligence algorithms such as artificial neural networks, support vector machines and Linear Regression Trees. Trend analysis.


Figure 10. Forecasting methods summary


[bookmark: _Toc498532907][bookmark: _Toc29815762]Forecasting tools and technologies

The forecasting tools used by the different ID5 partners include standard office software such as Microsoft Excel™ and different statistics or time series tools such as SAS, SPSS and MATLAB (SIPO) and TRAMO for ARIMA modelling (EUIPO). KIPO uses statistical programmes such as SPSS when forecasting design filings using the system dynamics model. Variables are identified based on the flow diagram of the system dynamic models, and the testing and sensitivity analysis.

For the automatic ARIMA with interventions forecast modelling, the EUIPO uses a software tool called TRAMO. This tool automatically estimates the ARIMA models taking into account the BIC of the models and also can model different outliers (interventions) employing Kalman filtering techniques. Apart from the ARIMA method, the EUIPO simultaneously implements a custom forecasting tool to use the advanced forecasting techniques based on machine learning algorithms. This forecasting tool is implemented by the majority of the IP offices of the EU to forecast design filings with satisfactory results. The advanced forecasting tool allows the users to select different forecasting methods and series, and to control the inclusion of different dependent and independent variables into the forecasting models. There are also options to model different scenarios for the exogenous variables, as well as a series of statistical forecasting performance indicators to select the most adequate forecasting model, among the various choices (i.e. artificial intelligence methods).

	ID5 partner
	Forecasting tools and technologies summary

	USPTO
	Excel.

	SIPO
	Excel, SAS, SPSS, MATLAB.

	JPO
	N. A.

	KIPO
	N. A.

	EUIPO
	TRAMO software tool, Custom forecasting tool. Excel.


Figure 11. Forecasting tools and technologies summary


[bookmark: _Toc498532908][bookmark: _Toc29815763]Forecasting performance evaluation methods

All the ID5 offices use the actual v forecasted error method in order to test the accuracy of the forecasting model results. The MAPE is used by some offices such as the EUIPO, SIPO and KIPO.

In the case of the USPTO, this partner annually evaluates the design filings forecast with the actual number of filings. The evaluation includes analysing factors that contributed to the accuracy of the forecast. The accuracy is assessed by comparing actual v forecasts. Apart from the evaluation of the factors that contributed to the accuracy of the forecasts, the USPTO considers historical events and institutional knowledge to improve the accuracy of the models

SIPO uses the weighted combination of the extrapolation results with different degree fitting polynomials to improve the forecast reliability and accuracy. Generally, this office also uses goodness-of-fit, MAPE, etc. to evaluate the forecasting model performance.

Additionally, the JPO checks the differences between forecasts and actual values by the number of applications filed and their ratio.

While, to evaluate the forecasting quality, KIPO analyses the gap between the forecasting volume and the actual one. The system dynamics model has been used since 2015. KIPO tries to identify appropriate variables, which can show the relationship between factors, since many factors come into play in forecasting the design filings. To improve the accuracy of the KIPO forecasting models, more weight is being given to the recent data results and MAPE is used for analysis to improve accuracy. The variations are calculated by comparing the forecasts generated by MAPE and the actual data.

On the other hand, for the ARIMA and machine learning methods, the EUIPO employs the actual v forecasted percentage and different forecasting performance indicators such as MSE (ARIMA), MAPE, RMSE, direction accuracy, relative and absolute errors, use cases simulations, residual deviations, Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC), as well as the analysis of events, outliers and exogenous variables effects.

The following tests are applied to residuals of the automatic estimated ARIMA models with TRAMO, in order to check whether they are distributed as white noise: normality test, Durbin-Watson, Q Ljung-Box and Pierce test to check the absence of autocorrelation and the test of runs to see if they are randomly distributed.

Regarding the machine learning techniques, the usage of automatic optimisation regression methods, training and testing data and periodic updates of forecasts with recent data (at least twice a year) is also another strategy used to improve the forecasting accuracy. Model forecasting accuracy for EUIPO designs is normally between 1 % and 3 %, on average.


	ID5 partner
	Forecasting performance evaluation methods

	USPTO
	Actual v forecasted error. Analysis of factors that contributed to the forecast accuracy.

	SIPO
	Actual v forecasted error, goodness-of-fit, MAPE.

	JPO
	Actual v forecasted error.

	KIPO
	Actual v forecasted error.

	EUIPO
	ARIMA and machine learning techniques tests. Actual v forecasted error, different forecasting performance indicators such as MSE, MAPE, RMSE, direction accuracy, relative and absolute errors, use cases simulations, residual deviations, Akaike Information Criterion, Bayesian Information Criterion, events, outliers and exogenous variables effects, usage of training and testing data and periodic updates of forecasts with recent data (at least twice a year). Normality test, Durbin-Watson, Ljung-Box test and Pierce test.
Between 1 % and 3 % forecasting accuracy (average).


Figure 12. Forecasting performance evaluation methods
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Regarding the forecasting team, the majority of the offices have a forecasting team in which expert knowledge on forecasting is required. They also have specific or specialised departments to accomplish forecasting tasks. Currently, the majority of surveyed ID5 partners have no initiatives to improve the forecasting team organisation, training and resources. Three of the ID5 members (the USPTO, SIPO and the EUIPO) do not currently collaborate with external organisations during the forecasting research. The JPO with collaborates with an external adviser for the forecasting survey and KIPO currently externalises the IP forecasting process. The ID5 partners do not have current forecasting research collaboration plans, although some of them are considering this option for the future, such as SIPO.

The USPTO design filing forecast team comprises individuals with advanced expertise in patent examination and patent office administration/operation and individuals with an economics background. The team comprises members from USPTO’s Patent Operations Organisation and Office of Planning and Budget.

In SIPO, it is the Patent Affairs Administration Department that is responsible for conducting the forecasts. The SIPO forecasting staff have backgrounds in mathematics and statistics and are familiar with patent affairs and processes. The team conducts the analysis and predicts the economic activities and factors relating to applications/filings. For SIPO the forecasting process is very relevant. This office conducts forecasting and research studies, and has regular meetings on the applications analysis. SIPO also provides datasets of Chinese and English periodical volumes for the experts, in order to know the most recent advances in forecasting technology, and participate in international conferences on the topic. These initiatives improve the ability of the SIPO’s forecasting team. SIPO plans effective measures to cooperate with other groups or experts in the next future in forecasting areas.

In the JPO, on the other hand, the person who is responsible for the forecasts of design applications is the Director of the Design Division. Meanwhile, the person responsible and the person in charge of the ‘Survey of Intellectual Property-Related Activities’ are the Director of the Policy Planning and Research Division and the Deputy Director of the IP Trend Research Section respectively. Regarding the collaborations, the JPO previously studies the content of the ‘Survey of Intellectual Property-Related Activities’, used in the forecasting process, in cooperation with an external economist (a university professor commissioned by the JPO as an ‘IP Economy Advisor’) and then conducts the survey.

Furthermore, KIPO does not have any specific team responsible for forecasting the filings but assigns this duty to a person in the budget division (design, trade mark and patent, respectively). The person requires no professional background or skills. KIPO does not collaborate with forecasting research groups on a regular basis but refers to the results of outsourcing research for forecasting IP applications to an external organisation.

Lastly, in the EUIPO, the Chief Economist Service of the EUIPO Observatory is the responsible for the forecasts. A team with an econometric background and knowledge on design filing flows is required for the forecasting generation. The final decision on the forecasts is taken by the Management and Advisory Committee (MAC).


	ID5 partner
	Forecasting team and research collaborations

	USPTO
	Patent Operations Organisation and Office of Planning and Budget members. Required advanced expertise in patent examination and patent office administration/operation and individuals with an economics background. No collaborations.

	SIPO
	Patent Affairs Administration Department. Mathematics and statistics background, and familiarity with patent affairs and process. Prediction of the economic activities and factors relating to applications/filings. No collaborations.

	JPO
	Director of the Design Division for the forecasts.
For the ‘Survey of Intellectual Property-Related Activities’ the Director of the Policy Planning and Research Division and the Deputy Director of the IP Trend Research Section respectively. Occasional collaboration with an economist (professor) ‘IP Economy Advisor’ for the survey.

	KIPO
	A person in the budget division (design, trade mark and patent, respectively). No professional background or skills are required. No research collaborations. Outsourcing IP forecasting research.

	EUIPO
	The Chief Economist Service of the EUIPO Observatory. Econometric background with knowledge on design filing flows. Final decision by the MAC.


Figure 13. Forecasting team and research collaborations summary
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Currently, the majority of the ID5 partners do not use any advanced analysis methods in their forecasting processes. The USPTO, however, uses advanced analytics techniques to enhance the quality of substantive patent examination, but they are not applied to design forecasting.

The ID5 partner that uses advanced analytic forecasting techniques for designs, such as machine learning and artificial intelligence is the EUIPO. This office combines different advanced forecasting methods based on artificial intelligence, among other traditional methods to generate the design filings forecasts. So far, the forecasting results of these techniques have been very accurate.

	ID5 partner
	Advanced analysis implementation

	USPTO
	Advanced analytics used to enhance the quality of substantive patent examination. Not yet applied to design forecasts.

	SIPO
	Not yet implemented but in the future they will consider using the new techniques to improve the reliability and accuracy of forecasting.

	JPO
	Not yet implemented.

	KIPO
	Not yet implemented.

	EUIPO
	Regular use and research on advanced analytics methods and machine learning. Use of artificial intelligence techniques for forecasting. Advanced analytics techniques also used in other areas such as event impact analysis.


Figure 14. Advanced analysis implementation summary
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In relation to the possible improvements, needs or preferences suggested by the ID5 partners, all the partners have mentioned their interest in improving the forecasting processes by implementing new improved forecasting methods or improving the knowledge and understanding on relevant underlying factors, economic drivers and relevant events affecting the design volumes demand.

The USPTO would be interested in better understanding filings and designations under the Hague System and the interplay and effects between domestic filings and designations under the Hague System, particularly given the recent memberships of the Republic of Korea, Japan and the United States, and the expected future membership of China. The USPTO also has interest in the further study of filing trends for designs in relation to the technology field or articles, especially including new technological designs such as graphical user interface designs, icons and other computer-related designs but also a wider view of all design filings in this light.

Additionally, one research field where there appears to be significant opportunity for research for the USPTO is in the area of empirical demonstration of the economic benefit and importance of industrial design and how effective industrial design protection systems provide economic benefit through the incentive for design innovation. The USPTO considers that these empirical economic studies in the past have focused more on utility patents, trade marks and copyrights and have overlooked industrial designs in this context. For the USPTO, the global discussion on industrial design would benefit in a variety of contexts from such research and reporting in the area of design. The beneficial economic effects to SMEs could potentially also be a subcomponent of such study and would be expected to furthermore be information that could benefit global discussions on industrial designs.

SIPO is currently considering more detailed forecasting methods, including the forecasts breakdown by technical field and region. SIPO considers that the main advantages of the forecasting system would be an effective method and reliable results. For SIPO, the main areas of improvement are the implementation of new forecasting techniques for a better forecasting. SIPO also considers important the implementation of new mechanisms to add the information on relevant events, the economic trends and the industrial development level to improve the accuracy of the design forecasts and the forecasting models.

The main suggestions from SIPO are the following:

· developing a better design forecasting method, that includes the drivers and influencing factors, and continuously improving the reliability and accuracy of the forecasts;

· gaining more experience, creating a knowledge database and adopting new and improved forecasting techniques for designs.


For the JPO, the number of applications each year mostly depends on the state of economic activity of the design system users and therefore it is difficult to make accurate forecasts. The JPO uses the method of conducting surveys on the leading applicants. For this office, it would be important to learn about potential better forecasting methods from other ID5 partner offices. The JPO would like to learn more about new improved forecasting methods for design filings and their possible uses and information, such as what kind of economic indicators and events are the most relevant for the number of applications to be filed.

KIPO is focusing on improving the accuracy of forecasting tools because the filing volume is one of the important factors in determining the annual budget. This office tries to consider as many factors as possible for the design forecast. There are accuracy differences between the short-term forecasting and long-term one, where there is room to improve.

Regarding KIPO’s suggestions, this office considers that it would be a great help for them to establish their policy if the design filings are separately forecast depending on whether the applicant is a business or an individual. Furthermore, for the KIPO it is interesting to study what kind of events impact the design filings and how those factors come into play in forecasting.

On the other hand the EUIPO would want to learn from each other in understanding user behaviour and thereby being able to anticipate better in shaping their services for them. One key element for the EUIPO is the ability to identify which forecasting methods are the most suitable to make the most accurate forecasts possible.

	ID5 partner
	Improvement expectations and forecasting preferences

	USPTO
	The impact of the Hague System on domestic designs (especially when new major countries are joining - Korea, Japan, US or China in the next future). Trend analysis regarding new technology fields (i.e. digital and computer designs). Drivers behind filings with subcomponents as SMEs.

	SIPO
	New forecasting techniques to improve accuracy detailed by technical fields and regions. Inclusion of economic trends, etc. Drivers behind filings. Gaining more experience. Creating knowledge database and adopting new techniques.

	JPO
	Interested in new forecasting methods from other partner offices and impact of economic factors on design applications volumes and trends. Interested in the advantages of a forecasting system harmonisation for ID5 group.

	KIPO
	Improvement of forecasting systems. Filing factors analysis, forecasting models for companies and individual applicants and events impacts and drivers for design filing analysis.

	EUIPO
	Learn from each other about understanding user behaviour and thereby be able to anticipate better in the shaping of services for them. Identify those forecasting methods that are most suiTable to make most accurate forecasts possible.


Figure 15. Improvement expectations and forecasting preferences summary
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During this Phase 1 study on the forecasting methods of the ID5 partners we have confirmed that the majority of the ID5 partners conduct regularly forecasting processes of design filings and/or applications. They also perform forecasts on other types of IPR series, such as trade marks or patents.

Regarding the forecasting methods used, there are a wide variety of approaches used including trend extrapolation (all offices), linear regression model (USPTO), survey information (JPO), expert support and polynomial extrapolation (SIPO), the system dynamics model (KIPO) and machine learning and ARIMA models (EUIPO).

The information used by the majority of the offices includes mainly the historical design filings data and trends (all offices) and different exogenous variables (GDP, population, R&D, unemployment, etc.) and events (regulatory changes, fee modifications, etc.). The JPO uses a user survey to predict the future filings of the applicants. Whereas SIPO also takes into account the advice of experts to assess the future changes in volumes and trends of design filings. The majority of the offices when they use exogenous variables or events tend to manually factor them into the models and test the results using the new variables.

Conversely to the rest of the ID5 partners, the EUIPO conducts a previous advanced study on the most relevant exogenous variables, design drivers and events in order to measure the impact of these factors. This ensures that the forecasting techniques can use this information to improve the accuracy of the forecasting models and offers high quality information to the decision makers on the relevance and the expected impacts of the main design filings drivers affecting the evolution of the design demand. This approach also allows the EUIPO to model in advance certain relevant office actions and decisions, knowing beforehand the expected outcome regarding the possible variation in filings volumes.

The forecasting results of the majority of the ID5 partners show that the consistency of accuracy (current high variability) and relative accuracy (MAPE) could be improved by the study and the incorporation of new forecasting predictors, events and exogenous variables, using advanced analytic techniques such as the machine learning algorithms and the intelligent transfer function modelling currently used by the EUIPO to assess and select the relevant predictors for the forecasting models. Additionally, the machine learning techniques based on artificial intelligence combined with the traditional forecasting methods (ARIMA and trend extrapolation) have yielded promising results to the EUIPO regarding the forecasting accuracy and flexibility.

Although, all the ID5 offices recognise the importance of the events and factors inclusion in their forecasting approaches, in most of the cases the selection, assessment and implementation of the events in the models is greatly conditioned by the forecasting techniques used and in most of the cases this implementation is done by manually inputting the effects into the forecasting models, trial and error testing or forecast modifications done manually by experts. As a result of this, the implementation of events impacts depends greatly on the past experience of the forecasting experts. Except for the EUIPO, the rest of the offices did not perform an advanced previous data analysis on the possible factors to select the best event candidates.

The preferred forecasting evaluation method for the ID5 offices is the actual v forecasted values comparison. In order to test the forecasting model results accuracy, the MAPE is used by some of the offices to test their model results. The goodness-of-fit is used by some offices when designing the forecasting models. The addition of new and more advanced forecasting performance indicators could improve the accuracy of the current forecasting techniques used by the ID5 partners. One example would be the EUIPO approach to evaluate the forecasting performance using a set of different complimentary performance indicators (RMSE, direction accuracy, weighted MAPE, etc.) and procedures such as the testing sample evaluation.

The main findings of the Phase 1 research could be summarised by the following points.

· All ID5 partners use the forecasts to support strategic, operational, budget and resource planning.

· There are different forecasting methods used by the ID5 partners, from surveys to machine learning tools, but the majority also use trend extrapolation for their design forecasts.

· The events and factors are generally implemented manually into the models, the general accuracy varies considerably and can be improved.

· The most common forecasting tool used by ID5 partners is Microsoft Excel.

· The most common forecasting accuracy indicator is the actual v forecasted error. This indicator allows the office to compare the actual volumes with the predicted ones to evaluate the forecasting results.

· The EUIPO is the only partner that uses advanced analytic methods for forecasting and events analysis, for the rest of the partners this could be a possible alternative to be explored in the future.

· There is a forecasting improvement opportunity regarding underlying factor analysis and advanced forecasting methods research and implementation, as the majority of the partner offices mention their interest on this research line to improve the design forecasting.


Based on the study survey results we can summarise the main forecasting needs in the following figure 16. The events and impact analysis, the impact of economic factors and drivers and the new technology trends analysis are the main suggested requirements that could be addressed in Phase 2 of this forecasting project. While, the new improved forecasting methods and the forecasting systems harmonisation could be part of a possible next Phase 3 of the project if required by the ID5 partners after completing the Phase 2 study.


Phase 2 scope

Phase 3 scope



Figure 16. Main ID5 forecasting needs
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The present study Phase 1 results have offered us very useful and valuable information on the main forecasting approaches used by the ID5 partners. In the results of this study we have detected the interest of the majority of the ID5 partners in the advanced study of the main underlying economic factors that affect the design filings trends globally and for each of the ID5 offices. This information will serve the offices to improve their forecasting approaches and results and will improve their understanding on the main factors that are affecting the evolution of their design filings and applications series.

The proposed Phase 2 of the ID5 Forecasting project precisely entails the detailed study of the main factors and drivers affecting the design demand and trend in the ID5 members. This study will offer the participating ID5 partners the possibility to know and assess the relevance of the main elements to be taken into account when designing and deploying their design forecasting models. The methodology proposed for this Phase 2 of the forecasting project is derived from the advanced analytic techniques deployed at the EUIPO for events and exogenous variables research and implementation. The results of the next Phase 2 will help the partners to improve their current forecasting approaches and results and gain valuable insights into the main underlying economic factors that are impacting on the evolution of the design filings demand.

Figure 17, contains the main future next steps to be taken during the next Phase 2 of this project in order to complete the analysis of the underlying factors and events impacts that are driving design filing and application volumes. The main next steps are listed below.

1. Project preparation addressing the needs of partners. The information of Phase 1 will be completed to adapt the analyses to each partner’s requirements.

2. Data collection, including endogenous and exogenous variables, historical filings data, information from primary and secondary data sources, economic indicators and other relevant types of variables.

3. Analysis of underlying economic factors, applying advanced analytics and econometrics techniques in order to assess and study the main underlying factors and events affecting design demand.

4. Events and drivers impact study. In this analysis we will complete a detailed study report with the main findings of the previous analyses and results.



Figure 17. Envisaged next steps for Phase 2: analysis of underlying factors and events impacts


Among the possible advantages for the ID5 partners of the application of the Phase 2 research study, we can mention the following:

1) better understanding of the relevant factors that drive the evolution of the design filings;

2) improvement of the forecasting results by using the most relevant predictor and events;

3) possible testing of office actions with anticipated results;

4) preparation for the usage of new and more advanced forecasting techniques implementation in the near future;

5) the proposed approach has been previously and successfully tested for the IP offices of the EU;

6) the drivers impact analysis would take into account the specific situation and needs of each individual ID5 partner, that is, the Hague protocol accession, regulatory changes, certain economic variables interest, global economic impacts for designs, etc.


If Phase 2 of this project is required by the ID5 members, the results of this Phase 1 study will be used also to suggest improvements in the way that the exogenous factors and event variables could be implemented using the best forecasting approaches, in order to improve the reliability and accuracy of the forecasting methods.

The information for this Phase 2 also will be crucial to improve understanding on the impact of global events or economic trends on the design filings demand and better design coordinated and global policies to improve IPR regarding designs and improving user confidence and satisfaction and the resource planning and strategy of the ID5 offices.

The experience gained with the economic factors and events analysis of the IP offices of the EU will be valuable for the detailed factors study for each of the ID5 partners, adapting the study to the requirements and characteristics of each partner and taking into account their specific needs and possible suggestions on the relevance of certain events of economic variables, as well as possible useful data sources to be contemplated during the analysis.

We consider that there is an opportunity for the ID5 partners to improve their knowledge and information on the main factors, drivers and events that are currently affecting their design filing demand in order to improve the current forecasting approaches and use the information on the main underlying factors to improve the partners’ strategic planning and decisions. The global view on worldwide factors or elements crucial for the design demand trends will be very interesting and valuable for better IPR policy decisions and actions and improving the coordination between ID partners.

Figure 18. Main Phase 2 advantages
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Annex 1 Phase 1: Project ID5 Phase 1 Forecasting Survey Questionnaire model

QUESTIONNAIRE ON FORECASTING

Prepared by the European Union Intellectual Property Office (EUIPO)

Dear ID5 Partners,

Following the last annual ID5 meeting, the project ‘Analysis of underlying economic factors and IP office actions on how they impact global design filings’ has been adopted by all partners. Phase 1 of this project consist of analysing the forecast methodologies that are currently used by each partner.

This preliminary analysis will result in an evaluation report and presentation. The findings will serve as a benchmark and input for Phase 2 of the project, where we will expand the R&D on this subject.

Therefore, we kindly ask you to respond to the attached questionnaire giving as much detail as possible. In addition, please forward the following information and documents to the research team at.

· any scientific paper or study, presentation, review, publication, explanatory note or whatsoever that could help us to understand how your office is currently forecasting incoming design applications and design filings.

· an overview of monthly received design applications/filings, preferably in XLS format, both those received directly by your office and those received through WIPO (if applicable).

· An overview of internal as well as external past events, factors or circumstances that may have had an impact on the filing volumes. For example: introduction of e‑filing, regulation changes, promotion exercises, fee changes, improved web services, big filers, awareness campaigns, etc.


BACKGROUND INFORMATION

	Office name:


	Country:


	Point of contact for response:


	Email:


	Telephone number:






QUESTION 1 — For what purpose are you currently forecasting design applications/filings (budgeting, strategy, resource planning, other purposes)?




Answer 1:





QUESTION 2 — Does your office create forecasts specifically for designs (e.g. directly filed with your office or routed through WIPO)? Or do you also forecast other types of filings?




Answer 2:






QUESTION 3 — Information used (input data): what are the factors used to develop your forecast? (Please specify the forecasting objectives of each of the factors, for example, historical trends, GDP growth, unemployment, other economic indicators, other variables, e.g. historical data, national economic situation and world economy, marketing effort, new product development. Please also provide a link to an official and objective source where this statistical information of your country can be found.)




Answer 3:







QUESTION 4 — Regarding the events and impacts analysis, does your office already perform analyses of the impact of events on the design filings volumes (e.g. regulatory changes, fee modifications, promotions, e‑filing introduction)? How are events incorporated into the forecasting process (e.g. using a dummy variable or the event)?




Answer 4:









QUESTION 5 — Forecasting methods or techniques: how do you develop your forecasts (e.g. time-series methods, econometric models, other statistical methods, pure intuition)? Could you please explain the forecasting process details (periodicity, input data collection, forecasting generation and evaluation process, results analysis and interpretation, etc.)?






Answer 5:




QUESTION 6 — Could you please provide details about the forecasting tools or technical solutions used in your office (commercially available statistical or forecasting software packages, integrated in accounting/budgeting system, open source solutions, own methods, not implemented as a tool but as an ad hoc project, other solutions)?




Answer 6:







QUESTION 7: Methodology results revision: how do you evaluate the quality of the past forecasts done (forecast accuracy, performance indicators, etc.)?

Comparison forecast: actual v forecasts, forecasting errors, etc.
How is the evaluation and analysis of the factors that contributed to the accuracy of the forecast performed?

Apart from the evaluation of the factors that contributed to the accuracy of the forecasts, what actions are taken to improve the accuracy of the models?

How is the forecasting model performance evaluated? (e.g. forecasting model goodness-of-fit, MAPE, RMSE, use cases.)




Answer 7:



	Year
	Forecasted
	Actual

	2011
	 
	

	2012
	 
	

	2013
	 
	

	2014
	 
	

	2015
	 
	

	2016
	 
	















QUESTION 8 — Team: who in your organisation is responsible for providing the forecasts? Could you describe briefly their professional background or required skills? Are there any initiatives to improve the forecasting team’s organisation, training, resources or collaboration? If so, please could you provide a detailed answer?




Answer 8:








QUESTION 9 — Do you collaborate with forecasting research groups (universities, experts)? Are there any future forecasting collaborations envisaged in the near future?




Answer 9:









QUESTION 10 — Please comment if your office has started to implement advanced analytics, data mining, big data analytics, machine learning techniques, etc. If so, in what areas are these techniques implemented.






Answer 10:





QUESTION 11 — Expectations/proposals to improve the present forecasting methods: are you currently considering improvements or enhancements to the way you generate your forecasts, and if so, what are those improvements?




Answer 11:





QUESTION 12 — Could you please comment on the vision of your organisation or department on the forecasting process used (advantages, results, areas of improvement, limitations, etc.).




Answer 12:





QUESTION 13 — In your opinion, is there any particular area you would like the research team to look into regarding the above? Any suggestion or remark?




Answer 13:
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USPTO main forecasting details
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SIPO main forecasting details
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JPO main forecasting details
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KIPO main forecasting details
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EUIPO main forecasting details
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Preparation for phases 2 and 3


Survey on ID5 members' designs forecasting and impact analysis


Comparison of current ID5 methodologies


Assessment of ID5 current forecasting results


Evaluation of main ID5 forecasting and impact analysis preferences













1. Forecasting purpose and objectives


2. Forecasted IP series


4. Event and impact analysis


5. Existing forecasting methods and techniques


6. Forecasting tools and technologies


7. Forecasting performance evaluation methods


8. Forecasting team and research collaborations


9. Advanced analysis implementation


10. Improvement expectations and forecasting preferences


3. Input data	














Main ID5 forecasting needs


Events and impact analysis


Impact of economic factors and drivers


Forecasting harmonization


New improved forecasting methods


New technology trends analysis















1. Project preparation addressing the needs of partners


2. Data collection


3. Analysis of underlying economic factors


4. Events and drivers impact study








ID5 Forecasting Phase 2 advantages


Tested events and impact analysis approach


The results will improve the forecasting results and the knowledge on relevant factors


Expertise in advanced forecasting techniques


Advanced analysis  methodology for underlying factors


The study will take into account the individual needs of the ID5 partners
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Pre-­‐selected	
  significant	
  variables Estimated	
  
impact



Std.	
  error t Sig. Units Cluster
Most	
  



relevant	
  
drivers



Gross	
  domestic	
  product	
  per	
  capita 0.61 0.25 2.424 0.021 USD 1 *
Compensation	
  to	
  employees 3.85 0.62 6.239 0.000 USD	
  bn 1
Total	
  domestic	
  expenditure	
  volume 2.66 0.43 6.235 0.000 USD	
  bn 1
Gross	
  capital	
  formation	
  volume 3.18 1.06 2.992 0.005 USD	
  bn 1
Total	
  receipts	
  of	
  general	
  government 4.86 0.71 6.807 0.000 USD	
  bn 1
Unemployment	
  rate -­‐501.01 173.35 -­‐2.89 0.007 % 1 *
Contribution	
  to	
  world	
  trade	
  growth 581.34 207.08 2.807 0.008 %	
  growth 2 *
Exports	
  growth 99.44 26.26 3.787 0.001 %	
  growth 2
Imports	
  growth 50.33 22.38 2.248 0.031 %	
  growth 2
Employment	
  growth 349.51 120.29 2.906 0.006 %	
  growth 2
Export	
  market	
  for	
  goods	
  and	
  services 10.75 1.88 5.72 0.000 USD	
  bn 3 *
Imports	
  nominal	
  value 4.91 1.01 4.845 0.000 USD	
  bn 3
Total	
  domestic	
  expenditure	
  deflator 99642 14668.16 6.793 0.000 Price	
  index 3
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Pre-­‐selected	
  significant	
  variables Estimated	
  
impact



Std.	
  error t Sig. Units Cluster
Most	
  



relevant	
  
drivers



GDP	
  growth 236.22 94.34 2.50 0.017 %	
  growth 1
Private	
  consumption	
  growth 256.17 72.45 3.54 0.001 %	
  growth 1 *
Total	
  employment	
  growth 522.67 168.92 3.09 0.004 %	
  growth 1
Gross	
  fixed	
  capital	
  formation	
  growth 126.90 50.48 2.51 0.017 %	
  growth 1
Real	
  net	
  disposable	
  income	
  of	
  households 0.06 0.00 2.93 0.006 KRW	
  bn 2
Final	
  domestic	
  expenditure	
  volume 0.03 0.00 3.67 0.001 KRW	
  bn 2
Unemployment	
  rate -­‐1183.66 476.87 -­‐2.48 0.018 % 2 *
Current	
  disbursements	
  of	
  general	
  government	
  (%	
  
GDP)	
  (Lag	
  1)



1678.40 481.37 3.49 0.001 %	
  of	
  GDP 2



Imports	
  of	
  goods	
  and	
  services,	
  deflator -­‐23416.36 7837.91 -­‐2.99 0.005 Price	
  index	
  (2010=1) 3
Exports	
  of	
  goods	
  and	
  services,	
  deflator -­‐18473.16 5557.25 -­‐3.32 0.002 Price	
  index	
  (2010=1) 3 *
Competitors'	
  price	
  of	
  goods	
  and	
  services	
  exports -­‐14025.11 6389.67 -­‐2.19 0.035 Index	
  (2005=1) 3
Goods	
  and	
  services	
  trade	
  volume	
  (Lag	
  2) 62.17 0.00 3.81 0.001 USD	
  bn 4 *
Exchange	
  rate,	
  national	
  currency	
  per	
  USD -­‐8.52 3.88 -­‐2.20 0.035 Rate 4
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Topic	
   USPTO	
  forecas0ng	
  details	
  



Purpose	
  /series	
  



Strategic,	
  opera-onal,	
  budget	
  and	
  resource	
  planning.	
  	
  Pendency	
  -mes	
  
es-ma-on.	
  	
  
	
  
Designs,	
  trade	
  marks	
  and	
  patents.	
  



Input	
  data	
  &	
  
events	
   Historical	
  filing	
  trends,	
  changes	
  in	
  laws	
  or	
  regula-ons	
  and	
  GDP.	
  



Forecas0ng	
  
techniques	
  
details	
  



Method:	
  Historical	
  trends	
  and	
  econometric	
  models.	
  
Tool:	
  Excel.	
  
Evalua-on:	
  Actual	
  v	
  forecasted	
  error	
  and	
  factors	
  impact	
  on	
  accuracy.	
  



Forecas0ng	
  
team	
  &	
  
collabora0on	
  



Team:	
  Patent	
  Opera-ons	
  Organiza-on	
  and	
  Office	
  of	
  Planning	
  and	
  
Budget	
  members.	
  Required	
  advanced	
  exper-se.	
  No	
  collabora-ons.	
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Topic	
   SIPO	
  Forecas0ng	
  details	
  



Purpose	
  /	
  
forecasted	
  
series	
  



Strategic,	
  opera-onal,	
  budget	
  and	
  resource	
  planning.	
  
Patents,	
  u-lity	
  models	
  and	
  designs	
  (filings/applica-ons).	
  



Input	
  data	
  &	
  
events	
  



Historical	
  filings	
  data,	
  GDP	
  growth,	
  economic	
  policy,	
  economic	
  and	
  IP	
  
development,	
  opinion	
  of	
  experts.	
  
	
  	
  
Events:	
  Innova-on	
  ac-vi-es,	
  resources	
  input,	
  market	
  demand,	
  
regula-on	
  changes,	
  fee	
  modifica-ons,	
  e-­‐filing	
  introduc-on,	
  
promo-ons.	
  	
  



Forecas0ng	
  
techniques	
  
details	
  



Method:	
  Trend	
  extrapola-on.	
  	
  
Tools:	
  Excel	
  and	
  commercial	
  sta-s-cs	
  soKware.	
  
Evalua-on:	
  Actual	
  v	
  forecasted	
  error,	
  goodness-­‐of-­‐fit,	
  MAPE.	
  



Forecas0ng	
  
team	
  &	
  
collabora0on	
  



Team:	
  Patent	
  Affairs	
  Administra-on	
  Department.	
  Mathema-cs	
  and	
  
sta-s-cs	
  background	
  required.	
  No	
  collabora-ons.	
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Topic	
   JPO	
  Forecas/ng	
  details	
  



Purpose	
  /	
  
forecasted	
  
series	
  



Strategic,	
  policy,	
  opera/onal,	
  budget	
  and	
  resource	
  planning.	
  	
  
	
  
Design	
  applica/ons,	
  patents,	
  u/lity	
  models,	
  and	
  trade	
  marks.	
  



Input	
  data	
  &	
  
events	
  



Historical	
  filings	
  data	
  and	
  survey	
  .	
  	
  
Events:	
  No	
  periodic	
  analysis.	
  Recent	
  impact	
  analysis	
  for	
  Japan’s	
  
accession	
  to	
  the	
  Hague	
  Agreement	
  	
  



Forecas/ng	
  
techniques	
  
details	
  



Method:	
  User	
  survey	
  and	
  historical	
  filings.	
  
Evalua/on:	
  Actual	
  v	
  forecasted	
  error.	
  



Forecas/ng	
  
team	
  &	
  
collabora/on	
  



Team:	
  Director	
  of	
  the	
  Design	
  Division	
  for	
  the	
  forecasts.	
  
Occasional	
  collabora/on	
  with	
  an	
  IP	
  advisor	
  for	
  the	
  survey	
  .	
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Topic	
   KIPO	
  Forecas0ng	
  details	
  



Purpose	
  /	
  
forecasted	
  
series	
  



Strategic,	
  policy,	
  opera/onal,	
  budget	
  and	
  resource	
  planning.	
  Determine	
  
future	
  pendency	
  /mes.	
  	
  
Designs	
  (direct	
  and	
  interna/onal	
  filings),	
  patents	
  and	
  trade	
  marks.	
  	
  



Input	
  data	
  &	
  
events	
  



Domes/c	
  applica/ons:	
  R&D	
  investments,	
  popula/ons	
  and	
  design	
  filing	
  
trend.	
  
Interna/onal	
  applica/ons:	
  GDPs	
  of	
  main	
  countries	
  (G5)	
  and	
  Korea,	
  
filing	
  propor/ons.	
  
	
  
Events:	
  No	
  specific	
  events	
  included.	
  Fee	
  changes.	
  



Forecas0ng	
  
techniques	
  
details	
  



Method:	
  System	
  Dynamics	
  Model.	
  
Evalua/on:	
  Actual	
  v	
  forecasted	
  error.	
  



Forecas0ng	
  
team	
  &	
  
collabora0on	
  



Team:	
  A	
  person	
  in	
  the	
  budget	
  division	
  (designs,	
  trademarks	
  and	
  
patents,	
  respec/vely).	
  Forecas/ng	
  research	
  and	
  modelling	
  is	
  
outsourced.	
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Topic	
   EUIPO	
  Forecas1ng	
  details	
  



Purpose	
  /	
  
forecasted	
  
series	
  



Strategic,	
  policy,	
  opera/onal,	
  budget	
  and	
  resource	
  planning.	
  Determine	
  
future	
  pendency	
  /mes.	
  Impact	
  analysis	
  of	
  events.	
  
Designs	
  and	
  trade	
  marks.	
  	
  



Input	
  data	
  &	
  
events	
  



Historical	
  filing	
  trends,	
  relevant	
  events	
  and	
  GDP,	
  Private	
  Consump/on	
  
Growth,	
  Unemployment	
  rate.	
  
Events:	
  Several	
  events	
  considered.	
  	
  



Forecas1ng	
  
techniques	
  
details	
  



Method:	
  ARIMA,	
  machine	
  learning	
  and	
  trend	
  extrapola/on.	
  
Tools:	
  Custom	
  forecas/ng	
  tool,	
  TRAMO	
  and	
  Excel.	
  
Evalua/on:	
  Various	
  forecas/ng	
  performance	
  indicators.	
  



Forecas1ng	
  
team	
  &	
  
collabora1on	
  



Team:	
  The	
  Chief	
  Economist	
  Service	
  of	
  the	
  EUIPO	
  Observatory.	
  
Econometric	
  background	
  needed.	
  Final	
  decision	
  by	
  The	
  Management	
  
and	
  Advisory	
  CommiNee	
  (MAC)	
  .	
  











